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Recommender Systems are Everywhere

E-commerce Social Networks News Feeding

Search Engine Navigation Travel Planning

Professional Networks Healthcare Online Education

• Influence our daily life by providing personalized services
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Technical Advancement of Recommender Systems

• From Shallow Model, to Deep Model, and to Large Model
Shallow 
Models

Deep 
Models

Large 
Models

e.g. Matrix Factorization [1] e.g. Deep & Wide NN [2] e.g. P5 [3]

[1] Koren, Yehuda, Robert Bell, and Chris Volinsky. "Matrix factorization techniques for recommender systems." Computer 42, no. 8 (2009): 30-37.
[2] Cheng, Heng-Tze, Levent Koc, Jeremiah Harmsen, Tal Shaked, Tushar Chandra, Hrishi Aradhye, Glen Anderson et al. "Wide & deep learning for recommender systems.” DLRS 2016.
[3] Geng, Shijie, Shuchang Liu, Zuohui Fu, Yingqiang Ge, and Yongfeng Zhang. "Recommendation as Language Processing (RLP): A Unified Pretrain, Personalized Prompt & Predict Paradigm (P5)." RecSys 2022.
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Objective AI vs. Subjective AI

• Recommendation is unique in the AI family
• Recommendation is most close to human among all AI tasks
• Recommendation is a very representative Subjective AI
• Thus, leads to many unique challenges in recommendation research

Subjective AIObjective AI

RecommendationNLPComputer Vision

(Relatively) far from human.
Problems have exact answers.

Very close to human.
Problems have no absolute answers.
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Computer Vision: (mostly) Objective AI Tasks

cat dog

Image Classification Image Segmentation Object Detection

Subjective AIObjective AI

RecommendationNLPComputer Vision

Husky like a wolf
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NLP: partly Objective, partly Subjective

Syntactic Analysis

Word Segmentation

Dialog Systems

Subjective AIObjective AI

RecommendationNLPComputer Vision
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Recommendation: mostly Subjective AI Tasks

Subjective AIObjective AI

RecommendationNLPComputer Vision

Movie Recommendation Product Recommendation

Recommend Recommend
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Recommendation is not only about Item Ranking

• A diverse set of recommendation tasks
• Rating Prediction
• Item Ranking
• Sequential Recommendation
• User Profile Construction
• Review Summarization
• Explanation Generation
• ……
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Subjective AI needs Explainability

• Objective vs. Subjective AI on Explainability
Objective AI

Human can directly identify if the 
AI-produced result is right or wrong

cat dog

Subjective AI
Human can hardly identify if the AI-produced result is right or wrong. Users are very 

vulnerable, could be manipulated, utilized or even cheated by the system

Nothing is definitely
right or wrong.

Highly subjective, and
usually personalized.
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• In many cases, it doesn’t matter what you recommend, but how you explain your recommendation
• How do humans make recommendation?

I recommend this 

movie, no reason!
I recommend this 

movie, because…
Why?

Ah!

Subjective AI needs Explainability
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Can we Handle all RecSys tasks Together?

• A diverse set of recommendation tasks
• Rating Prediction
• Item Ranking
• Sequential Recommendation
• User Profile Construction
• Review Summarization
• Explanation Generation
• Fairness Consideration
• …

• Do we really need to design thousands of recommendation models?
• Difficult to integrate so many models in industry production environment
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A Bird’s View of Existing RecSys

[1] Jiang, Biye, Pengye Zhang, Rihan Chen, Xinchen Luo, Yin Yang, Guan Wang, Guorui Zhou, Xiaoqiang Zhu, and Kun Gai. "DCAF: A Dynamic Computation Allocation Framework for Online Serving System." DLP-KDD 2020.
[2] Covington, Paul, Jay Adams, and Emre Sargin. "Deep neural networks for youtube recommendations." In Proceedings of the 10th ACM conference on recommender systems, pp. 191-198. 2016.

Image credit to [1] Image credit to [2]

• The Multi-Stage Filtering RecSys Pipeline

Youtube recommendation engine
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Discriminative Ranking

• User-item matching based on embeddings

• Discriminative ranking loss function
• e.g., Bayesian Personalized Ranking (BPR) loss

Matching Models Reasoning ModelsSequential Models

!"!"# = $!%"$ − $!%#$'(")')*+ ,ℎ+.+:
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Image credit to [1]

[1] Chen, Hanxiong, Shaoyun Shi, Yunqi Li, and Yongfeng Zhang. "Neural collaborative reasoning." In Proceedings of the Web Conference 2021, pp. 1516-1527. 2021.



Problem with Discriminative Ranking

• Huge numbers of users and items
• Amazon: 300 million customers, 350 million products*
• YouTube: 2.6+ billion monthly active users, 5+ billion videos**
• We have to use multi-stage filtering (compromise: simple rules at early stages)

• Too many candidate items, difficult for evaluation
• Many research papers use sampled evaluation: 1-in-100, 1-in-1000, etc.

*https://sell.amazon.com/blog/amazon-stats, and https://www.bigcommerce.com/blog/amazon-statistics/
**https://www.globalmediainsight.com/blog/youtube-users-statistics/
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Large Language Models (LLMs)

• Auto-regressive decoding for generative prediction

[1] Sanh, Victor, Albert Webson, Colin Raffel, Stephen H. Bach, Lintang Sutawika, Zaid Alyafeai, Antoine Chaffin et al. "Multitask prompted training enables zero-shot task generalization.” ICLR 2022.
[2] Yang, Jingfeng, Hongye Jin, Ruixiang Tang, Xiaotian Han, Qizhang Feng, Haoming Jiang, Bing Yin, and Xia Hu. "Harnessing the Power of LLMs in Practice: A Survey on ChatGPT and Beyond." arXiv preprint arXiv:2304.13712 (2023).

Image credit to [2]Image credit to [1]
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Generative Pre-training and Prediction

• Generative Pre-training
• Generative Loss Function

• Use the previous tokens to predict next token

• Generative Prediction 
• Beam Search

• Using finite tokens to represent infinite items
• 100 vocabulary tokens, ID size 10 -> #items = 10^100

• # of candidate tokens at each beam is fixed

• No longer need one-by-one candidate score 
calculation as in discriminative ranking

• Directly generate the item ID to recommend

16[1] Vaswani, Ashish, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Łukasz Kaiser, and Illia Polosukhin. "Attention is all you need." Advances in neural information processing systems 30 (2017).
[2] https://d2l.ai/chapter_recurrent-modern/beam-search.html

Image credit to [1]

Image credit to [2]



Generative Ranking

• From Multi-stage ranking to Single-stage ranking
• The model automatically considers all items as the candidate pool
• Fixed-size item decoding

• e.g., using 100 tokens ⟨00⟩⟨01⟩…⟨99⟩ for item ID representation

Given the interaction history of user_235: item_5678, item_8265, item_521, 
item_2235, item_750, what to recommend next for the user?

⟨s⟩

⟨23⟩

⟨23⟩

⟨68⟩

⟨68⟩

⟨/s⟩

Answer: item_2368
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The P5 Generative Recommendation Paradigm

• P5: Pretrain, Personalized Prompt & Predict Paradigm [1]

● Learns multiple recommendation tasks 
together through a unified sequence-to-
sequence framework

● Formulates different recommendation 
problems as prompt-based natural 
language tasks

● User-item information and corresponding 
features are integrated with personalized 
prompts as model inputs

18
[1] Geng, Shijie, Shuchang Liu, Zuohui Fu, Yingqiang Ge, and Yongfeng Zhang. "Recommendation as Language Processing (RLP): A Unified Pretrain, Personalized Prompt & Predict Paradigm (P5)." RecSys 2022.



Five Key Questions in P5 Design

• 1. What tasks are covered by P5?

• 2. How to represent user preferences and item features in P5?

• 3. How to design personalized prompts for different recommendation tasks?

• 4. What foundation model architecture as backbone for P5?

• 5. How to conduct training and inference of P5?
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P5 Recommendation Tasks

● P5 covers 5 different task families
○ rating prediction

○ sequential recommendation

○ explanation generation

○ review summarization

○direct recommendation

● But is not limited these five task families, can 
be easily and flexibility extended with new 
personalized prompts
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Enable Personalization in Prompts

● Definition of personalized prompts
○A prompt that includes personalized fields for different users and items

● User’s preference can be indicated through
○A user ID (e.g., “user_23”)
○Content description of the user such as location, preferred movie genres, etc.

● Item field can be represented by
○An item ID (e.g., “item_7391”)
○ Item content metadata that contains detailed descriptions of the item, e.g., item category
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Personalized Prompt Design
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Design Multiple Prompts for Each Task

• To enhance variation in language style (e.g., sequential recommendation)
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Text-to-Text Training Data
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Multi-Task Pre-training
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Multi-Task Pre-training

● P5 is pre-trained on top of T5 checkpoints (to enable P5 basic ability for language understanding)
● So P5 is a sequence-to-sequence model

● By default, we use multiple sub-word units to represent personalize fields (e.g., [“item”, “_”, “73”, “91”])

● To help the model to understand [“item”, “_”, “73”, “91”] is a complete field, we apply whole-word 
embedding in P5
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Generative Recommendation

● The encoder takes input sequence 
● The decoder autoregressively generates next words:

○Autoregressive LM loss is shared by all tasks:

● We can unify various recommendation tasks with 
one model, one loss, and one data format

● Inference with pretrained P5
○Simply apply beam search to generate a list of potential next items
○Since item IDs are tokenized (e.g., [“item”, “_”, “73”, “91”]), beam search is limited on width

○ E.g., 100 tokens width: ⟨00⟩, ⟨01⟩, ⟨02⟩, …, ⟨98⟩, ⟨99⟩
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Advantages of P5 Generative Recommendation

• Immerses recommendation models into a full language environment
• With the flexibility and expressiveness of language, there is no need to design 

feature-specific encoders

• P5 treats all personalized tasks as a conditional text generation problem
• One data format, one model, one loss for multiple recommendation tasks
• No need to design data-specific or task-specific recommendation models

• P5 attains sufficient zero-shot performance when generalizing to novel 
personalized prompts or unseen items in other domains
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Performance of P5 under seen Prompts

Rating Prediction: Sequential Recommendation:

Explanation Generation:
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Performance of P5 under seen Prompts

Review-base Preference Prediction:

Direct Recommendation:

Review Summarization:

Observation: P5 achieves promising performances on the five task families when taking seen prompt templates as model inputs
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Performance of P5 under unseen Prompts

Sequential Recommendation:

Direct Recommendation:

Explanation Generation:

Observation: Multitask prompted pretraining empowers P5 good robustness to understand unseen 

prompts with wording variations
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Easy Handling of Multi-modality Information

• Item images can be directly inserted into prompts
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Easy Handling of Multi-modality Information

• Item images can be directly inserted into prompts
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Easy Handling of Multi-modality Information

• Item images can be directly inserted into prompts
• Multi-modality information further improves performance

Sequential Recommendation Performance Direct Recommendation Performance
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How to Index Items

• Item ID: item needs to be represented as a sequence of tokens
• e.g., an item represented by two tokens <73> <91>

• Different item indexing gives very different performance
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Why do we need to create Item IDs?

• LLM-based Generative Recommendation Paradigm
• We want to directly generate the recommended item
• Avoid one-by-one ranking score calculation

• However, item descriptions can be very long
• e.g., product description: >100 words
• e.g., news article: >1,000 words
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Why do we need to create Item IDs?

• Generating long text is difficult, especially for recommendation 
• Hallucination problem
• Generated text does not correspond to a real existing item in database
• Calculating similar between generated text and item text?
• Goes back to one-by-one similarity calculation for ranking!

• Item ID: A short sequence of tokens for an item
• Easy generation, and can be indexed!

• Item ID can take various forms
• A sequence of numerical tokens <73><91><26>
• A sequence of word tokens <the><lord><of><the><rings>
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How to Index Items (create Item IDs)

• Three properties for good item indexing methods
• Items are distinguishable (different items have different IDs)
• Similar items have similar IDs (more shared tokens in their IDs)
• Dissimilar items have dissimilar IDs (less shared tokens in their IDs)

• Three naïve Indexing methods
• Random ID (RID): Item ⟨73⟩⟨91⟩, item ⟨73⟩⟨12⟩, …
• Title as ID (TID): Item ⟨the⟩⟨lord⟩⟨of⟩⟨the⟩⟨rings⟩, …
• Independent ID (IID): Item ⟨1364⟩, Item ⟨6321⟩, …
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How to Index Items (create Item IDs)

• Three naïve Indexing methods
• Random ID (RID): Item ⟨73⟩⟨91⟩, item ⟨73⟩⟨12⟩, …

• Very different items may share the same tokens
• Mistakenly making them semantically similar

• Title as ID (TID): Item ⟨the⟩⟨lord⟩⟨of⟩⟨the⟩⟨rings⟩
• Very different movies may share similar titles

• Inside Out (animation) and Inside Job (documentary)
• The Lord of the Rings (epic fantasy) and The Lord of War (crime drama)

• Independent ID (IID): Item ⟨1364⟩, Item ⟨6321⟩, …
• Too many out-of-vocabulary (OOV) new tokens need to learn
• Computationally unscalable
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Meticulous Item Indexing Methods are Needed
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Sequential Indexing (SID)

• Leverage the local co-appearance information between items

• After tokenization, co-appearing items share similar tokens
• Item 1004: ⟨10⟩⟨04⟩
• Item 1005: ⟨10⟩⟨05⟩
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Collaborative Indexing (CID)

• Leverage the global co-appearance information between items
• Spectral Matrix Factorization over the item-item co-appearance matrix
• Hierarchical Spectral Clustering
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Collaborative Indexing (CID)

• Leverage the global co-appearance information between items
• Root-to-Leaf Path-based Indexing
• Items in the same cluster share more tokens
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Semantic (Content-based) Indexing (SemID)

• Leverage the item content information for item indexing
• e.g., the multi-level item category information in Amazon
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Hybrid Indexing (HID)

• Concatenate more than one of the following indices
• Random ID (RID) 
• Title as ID (TID) 
• Independent ID (IID)
• Sequential ID (SID)
• Collaborative ID (CID)
• Semantic ID (SemID)

• For example, if an item’s Semantic ID and Collaborative ID are as follows:
• SemID: ⟨Makeup⟩⟨Lips⟩⟨Lip_Liners⟩⟨5⟩
• CID: ⟨1⟩⟨9⟩⟨5⟩⟨4⟩

• Then its Hybrid ID is ⟨Makeup⟩⟨Lips⟩⟨Lip_Liners⟩⟨1⟩⟨9⟩⟨5⟩⟨4⟩
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Different Item Indexing Gives Different Performance

• Advanced indexing methods are better than naïve methods
• Hybrid indexing can further improve performance

Naïve indexing 
methods

Advanced indexing 
methods

Hybrid indexing 
methods
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The Future of Generative Recommendation

• Recommendation as Personalized On-demand Generation
• Recommend existing items vs. recommend newly generated items

• Traveling in Hawaii, want to make a post on Instagram
• Personalized generation of candidate images for users to consider

47
*Image generated with Midjourney



The Future of Generative Recommendation

• Recommendation as Personalized On-demand Generation
• Personalized Advertisement Generation
• Same ad, different wording, real-time generation given user’s context

• e.g., an environmental protection ad for an NGO

Join us in protecting our planet. Let's work 
together to make the world a better place 
for ourselves and for future generations.

For Children: For Business Leaders:

Join the movement towards sustainability and create a brighter future 
for your business and our planet. By adopting environmentally-friendly 
practices, you can reduce your costs, attract new customers, and 
enhance your reputation as a responsible business leader.

48
*Text generated with ChatGPT



Summary

• From Discriminative Recommendation to Generative Recommendation
• From multi-stage ranking to single-stage ranking
• Multi-task learning with the same foundation model
• Easily handle multi-modality data
• Various item indexing methods for recommendation foundation models
• Recommendation as Personalized On-demand Generation

• From recommending existing items to recommending newly generated items
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