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Recommender Systems are Ubiquitous
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Product Recommendation 
(e.g., Amazon)



Recommender Systems are Ubiquitous
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Video/Movie Recommendation 
(e.g., YouTube)



Recommender Systems are Ubiquitous
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News Feed Recommendation
(e.g., Twitter)

Topic Recommendation
(e.g., Twitter)

Friend Recommendation
(e.g., Twitter)



Recommender Systems are Ubiquitous
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News Recommendation
(e.g., The New York Times)



Recommender Systems are Ubiquitous
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News Recommendation
(e.g., The New York Times)



Key of RS: Personalization
● The key feature of model recommender system is “Personalization”

○ Provide different and personalized items for different users
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(Just a little bit) Models
● Input
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(Just a little bit) Models
● The Key Problem
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Predict the Missing Ratings



User-based Collaborative Filtering
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● Consider user x
● Find set N of other users whose ratings 

are “similar” to x’s ratings
○ sim(x, y) = cos(rx, ry) = !!⋅!"

||!!||⋅||!"||

● Estimate x’s ratings based on ratings 
of users in N

Key Idea: Recommend those items that other 
similar users liked



Item-based Collaborative Filtering
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● Consider user x, consider an item i the user liked
● Find set N of other items whose ratings 

are “similar” to i’s ratings
○ sim(i, j) = cos(ri, rj) = !#⋅!$

||!#||⋅||!$||

● Recommend these items

Key Idea: Recommend those items that are 
similar to what the user have already liked



A Machine Learning-based Model
● Latent Factor Models for Matrix Completion
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User/Item Personalization by Vector Representations

min
𝒑,𝒒

$
$,% ∈'

𝑟$% − 𝒑$( 𝒒% ) + 𝜆*$
$
∥ 𝒑$ ∥) + 𝜆)$

%
∥ 𝒒% ∥)

𝑟̂!" = 𝒑!# 𝒒"

Goodness of fit Regularization

𝒑%: The “learned” feature vector for user u
𝒒&: The “learned” feature vector for item i



(Just a little bit) Models
● Providing Recommendations by Ranking
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Ethics of Recommender Systems
● Feedback Loop and Echo Chambers
● Transparency
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● Relationship between Transparency and Fairness
● Open Discussions
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Ethics of Recommender Systems
● Technology is neither good nor bad; nor is it neutral

○ It all depends on how we use it, and we should use technology in a responsible way
○ E.g., Atomic theory: nuclear power station and clean energy vs. nuclear bombs

● Recommender Systems
○ Helps users to find good items in a sea of items
○ May also bring counter-effects
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Feedback Loops and Echo Chambers
● What is Echo Chamber

● Why RS creates Echo Chambers
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An echo chamber is "an environment where 
a person only encounters information or opinions 
that reflect and reinforce their own.

You

Your 
similar user

Your 
similar item

User-based CF

Item-based CF

LFMThe Feedback Loop

The more you like something, the more RS will recommend
similar things, and thus you like them even more.



Echo Chambers in E-commerce
● System always recommend similar products
● Even always recommend products that you already bought (e.g., phones)
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Echo Chambers in Video/Movie/Book Recommendation

● Always recommend similar videos/movies/books
● Prevents you from and exploring a much richer and diversified world
● Prevents you from thinking outside of the box 
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Echo Chambers in Social Networks (e.g., Twitter)
● The Social Echo Chamber

○ Makes all your connections like-minded persons as you
○ Makes all your news feed recommendation similar to what you have liked
○ Makes it difficult to explore new ideas and opinions different from yours
○ Makes everyone feel the whole world thinks the same way as you think
○ May even reinforce someone’s extremist ideas
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How to Avoid Echo Chambers
● An Active Research Area in RS, ML, AI
● The key is to take care of the diversity in recommendation

○ Provide similar item recommendations, and meanwhile some dis-similar recommendations

● A trade-off between utility and diversity
○ Best if the dis-similar recommendations are also what the user likes, e.g., personalized diversity

21



Transparency of Recommendation
● Tell users why something is recommended: Explainable Recommendation
● Many machine learning models are black-boxes
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Explainable Recommendation
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● Letting the users know why is important
○ Help users to make the right decisions
○ Otherwise human might be “controlled” 

by algorithms

● Explainable Recommendation
○ More generally: Explainable AI (XAI)
○ An active Research area in AI
○ An example: Explicit Factor Model

○ Explanation: We recommend because
you may be interested in [feature], and
this item performs well on that feature.



Bias and Fairness in Recommendation
● A broad problem, broadly classified into two problems

○ User-side fairness, Provider-side fairness

● Why? Usually RS works in two-sided markets/environments
○ RS is actually a resource allocation problem
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User-side Fairness in RS
● Where does unfairness come from?

○ Some users are more active
■ e.g., more time to explore items, more money to buy items

○ They contribute more training data to the ML model
○ The model behavior may be dominated by active users.

■ e.g., tend to recommend items that the active use likes to everyone
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User-side Fairness in RS
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Observation: Top 5% active users’ data may dominate a ML algorithm



Item-side Fairness in RS
● Where does unfairness come from?

○ Some providers are big, some are small
■ Big retailors like Walmart vs Family-owned small-business retailors

○ Big providers have more budget for advertising and marketing
■ Thus their items get more exposure in E-commerce

○ The more exposure they get, the more users buy their items
○ RS thinks these items are more liked by users, and thus recommend these items even more
○ It becomes even more difficult for small-businesses to survive in the environment
○ The Matthew Effect: The rich get even richer and the poor get even poorer
○ This is unhealthy to the national economy!
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Relationship between Transparency and Fairness
● Transparency and Fairness benefit each other: Explainable Fairness
● Legal Regulatory Approaches to AI Ethics

○ E.g., EU General Data Protection Regulation (GDPR), The California Privacy Act of 2018
○ Emphasize the trustworthiness, robustness, transparency, and fairness of algorithmic 

decisions in AI systems.
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Recommender System
(already fair? Who knows!)

Monopolized Market
(e.g., e-commerce, social network)

RS explain to users

Users monitor RS

A healthy virtuous cycle between user and system, and thus a healthy online economy.
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