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Introduction to Conversational Recommendation

e Conversational Recommendation
o Conversational recommendation provides personalized recommendations through natural
language dialog with users

@ Can you find me a mobile phone on Amazon?
Sure, what operating system do you prefer? é}
@ I want an Android one.
OK, and any preference on screen size? é)
@ Better larger than 5 inches.
Do you have requirements on storage capacity? é
@ I want it to be at least 64 Gigabytes.
And any preference on phone color? @
@ Not particularly.
Sure, then what about the following choices? é)

2EEI0E

@ I don’t like them very much...
OK, do you have any preference on the brand? é)
@ Better be Samsung or Huawei.
Any requirement on price? é)
(@ Should be within 700 dollars.
OK, then what about these ones? @

=l §:

@ Great, I want the first one, can you order it for me?

(a) Dialog [l] Can you recommend any classic books like

Catcher in the Rye?
,—1] Do you prefer books by the same author or same genre?
N e e e
examples of American literature.
[4][ Literary realism is a common genre in

classic American literature.
3 Do you prefer First-person or Third-person narrative?

B | mostly prefer third-person narrative.

Consider reading the Scarlet Letter: a novel by
Nathaniel Hawthorne.

Sure, I have placed the order for you, enjoy! @

Image from Zhang et al. Towards conversational search and
recommendation: System ask, user respond. CIKM 2018.

Goal planning: QA about <Stolen life>, chitchat about Xun Zhou,
recommending the movie <The message>. recommending <Don't cry, Nanking!>

1.User: {REGEEE FAERER; MERRMIT? (Who is the star of the movie
=stolen life>?)

2.Bot: RERIK. (Itis Xun Zhou)

3.User: R B TMMAF! (She is my goddess.)

4.Bot: fRAHENE, AR MEWAR., (You have
good taste. Zhou Xun is the most popular actress in the Golden Eagle Award

of China TV.)

S.User:RIE, HAGRIMIRILNY, SBEOTXBRFBE. (1 like her very much.
She's very good at acting,)

6.Bo: BFRWUEMBEAZBELHD, LR BHIEFATIN.
(She also won the best actress of the Asian Film Awards. Her acting is
internationally recognized.)

T.User: 0808, RIESMEIRLS, (Anyway, she's really good)
8.BouBRRE B WBRE) (AN 197 %K AEMBHAN, FBZBINT.
fREFHMIR! (Do you want to see her movie <The message>? It has refined

(b) KG

American
Literature
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Image from Moon, Seungwhan, et al. Opendialkg:
Explainable conversational reasoning with attention-based
walks over knowledge graphs. ACL. 2019.

h and capricious plots.)

9.User: B INTEW WA FRIFH R, FYREZ!(But now I prefer Rene Liv's films!)

10.Bot: BRRUZERY (BIF1037) (FPIDARR, REFIRANE TSI
FB%. (You can sec the movie <Don't cry, Nanking>.

It shows the director’s thinking on war, nation, and human nature.)

1L.User: HEF 87 (1tis histonical film?)

12.Bo: HEIEDBE . (Yes. It is historical war film.)

13.User: BREIEEMMT . (1 will watch it!)

14.Bot:M8, {RIFBRMIRY, (Sure, you will like it!)

15.User: B8, WMIREF, TORBIE! (Thank you! See you later!)

16.Bot: 3789, MM! (OK!Bye!)

Image from Zhang et al. Liu, Zeming, et al. Towards
Conversational Recommendation over Multi-Type Dialogs.
ACL. 2020.

Dialog can be carried
out using either visual
or spoken interfaces.

Image credit: haptik.ai
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A Brief History of Conversational Recommendation

e Conversational Recommendation
o Research on conversational recommendation has been emerging in recent years
o The basic concept dates back to many early reseach in IR, RecSys, HCI, etc.

¥ Papers on Conversational Recommendation by Year

O e e e G e G el e e G i D

# Papers in Google Scholar using query ("conversational recommendation" OR "conversational recommender").
May not represent all papers in this direction since many papers on the related topic may not include these exact words.



A Brief History of Conversational Recommendation

N Papers on Conversational Recommendation by Year

Croft and Thompson. I3R: A New
User-system interaction through d

Approach to the Design of Document Retrieval Systems. JASIST 1987.
alog for information seeking.

Belkin et al. Cases, scripts, and information-seeking strategies: On the design of interactive information retrieval systems. 1995.

MERIT: An interactive information seeking system using script-based conversational interactions.



A Brief History of Conversational Recommendation

N Papers on Conversational Recommendation by Year

Goker and Thompson. The adaptive place advisor: A conversational recommendation system. 2000.
A conversational recommendation system for place recommendation.
The term “Conversational Recommendation” is formally introduced.




A Brief History of Conversational Recommendation

Goker and Thompson. The adaptive place advisor: A conversational recommendation system. 2000.
A conversational recommendation system for place recommendation.

Adbvisor:
Advisor:
Adbvisor:
Adbvisor:
Adbvisor:

Advisor:

Inquirer:
Inquirer:
Inquirer:
Inquirer:
Inquirer:

Inquirer:

Inquirer:

Where do you think I should eat tonight?

Well, what type of cuisine would you like?

What types are there?

Some examples are Chinese, Indian, and Mediterranean.

Oh, maybe Indian.

What quality rating would you like?

I don care, as long as it’s cheap.

How do you want to pay?

No, I think I'd like Chinese instead.

Okay, we'll switch to Chinese food. What city do you prefer?
How about Berkeley?

I know three cheap Chinese restaurants in Berkeley. One is the
Long Life Vegi House on 2129 University Avenue. Does that
sound alright?

Sure, that sounds fine.

System Output User Input
(Voice) (Voice)
——— S
Prompts Speech Generator Speech Recognizer < Grammars
R
System Operators User Operators
and Values and Values
4 S
Domain
Dialogue Manager Model
~——
4 Results,
Conversation History Intal Query  anribute Informasion Updated Query
Y
— User Modeling A ——
W System etrieval Engine poem
\—’/

The expected conversation and model architecture have been very close to “modern” conversational recommendation systems.
Imagine 20 years ago with no deep learning and even shallow factorization model is yet to become mature.




A Brief History of Conversational Recommendation

N Papers on Conversational Recommendation by Year

-
Some (not all) representative works in the era: Stable but slow growth in the domain

) Bridge, D.G. Towards Conversational Recommender Systems: A Dialogue Grammar Approach. ECCBR workshops. 2002.
o  Begin to consider the natural language problems in conversational recommendation.

e  McGinty and Smyth. On the role of diversity in conversational recommender systems. Inter. Conf. on Case-Based Reasoning. 2003
o Considers the diversity in conversational recommendation

e  Smyth, McGinty, Reilly and McCarthy. Compound critiques for conversational recommender systems. In Web Intelligence. 2004.
o  Critique-based conversational recommendation

e  Warnestal. User evaluation of a conversational recommender system. Knowledge and Reasoning in Practical Dialogue Systems. 2005.
o  Considers the evaluation of conversational recommendation systems.

e  Mahmood, Mujtaba and Venturini. Dynamic personalization in conversational recommender systems. Info. Sys. and e-Business. 2014.
o Considers dynamics of user preference.

e  Christakopoulou, Radlinski and Hofmann. Towards conversational recommender systems. KDD. 2016. 9
o  Considers conversational recommendation for cold-start scenarios.




A Brief History of Conversational Recommendation

N Papers on Conversational Recommendation by Year

A ‘ ‘_'_-—
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A new boom in this direction appeared in 2018, with deep learning and reinforcement learning as the key methods.

Some (not all) representative works in the era:
e  Sun and Zhang. Conversational recommender system. SIGIR. 2018.
o  Adopted reinforcemenat learning for dialog state management.
e  Zhang, Chen, Ai, Yang and Croft. Towards conversational search and recommendation: System ask, user respond. CIKM 2018.
o  Adopted deep learning for dialog understanding and response generation.
o  Provided a “System Ask - User Respond” (SAUR) paradigm for conversational recommendation
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The New Boom in Conversational Recommendation

e Why?
e Technically:
o Conversational Al is one of the closest task to Turing Test and Strong Al
o Conversational Recommendation is a well-defined Conversational Al task
o A good scenario to test how far have we gone on the road of Al with current techniques
o Also help to refine the current techniques and to develop new techniques

e Commercially:
o Recent advancement on deep learning and reinforcement learning has made conversational
recommendation usable (though not perfect) for end users
Thus more and more commercial conversational recommender systems are being used
This helps to accumulate more and more conversational data and usage pattern
o  Which further helps to refine the conversational recommendation models

e A virtuous cycle between user and system, both commercially and technically
11




Problem Formalization

Introduction and Background

Problem Formalization

o Basic Problem Formalization

Paradigm 1: System is Active, User is Passive (SAUP)
Paradigm 2: System is Active, User Engages (SAUE)
Paradigm 3: System is Active, User is Active (SAUA)
Challenges

e Datasets and Evaluation
e Conversational Recommendation Methods
e Tool-kits and Real-world Systems

o O O O

12




Overview of Conversational Al

Conversational Al System

Conversational RecSys

Conversational Search

L
£
Jo
E Conversational QA
D
P

Social Chatbot

Voice Commanding

CRS vs Conventional Recommendation

o Common: Help users find relevant information

o Difference: Multiple-round vs single-round interaction
CRS vs Conversational Search

o  Common: Rank relevant items via multi-turn dialogue

o  Difference: User modeling vs query understanding
CRS vs Conversational Question Answering

o Common: Multiple rounds of user-system interaction thorugh questions
o  Difference: Recommendation as the goal vs answering question as the goal

CRS vs Social Chatbot
o Common: Multiple rounds of conversational interactions
o  Difference: Task-oriented (short dialogue) vs chitchat (prolong dialogue)
CRS vs Voice Commanding
o  Common: Both are goal-oriented conversation
o  Difference: Recommendation as the goal vs implementing user command
as the goal (e.g., turn on the light, play a song)

13




Basic Problem Formalization

Conversational Recommendation System (CRS)
Input:

e Dialogue history: last n utterances

e (optional) User preferences

e (optional) External knowledge of items

Output:
e Next utterance to interact with user (in each turn)
e |tem(s) recommended to user (once or multiple times)
e (optional) Explanations

14




Different Types of Utterances in Conversations

System
Initiative

Mixed
Initiative

User
Initiative

4\

e System is Active, User is Passive (SAUP)

o System leads the conversation by asking questions to user
o User can only respond to the questions directly

Focuses

e System is Active, User Engages (SAUE) > of this

o System asks questions and user responds to the questions tutorial
o Both system and user also chit-chat. User may not directly answer questions

e System is Active, User is Active (SAUA)

o Both system and user can lead the conversation by asking questions
o Both system and user also chit-chat -

e User is Active, System is Passive (Voice command, QA)
o User drives the conversation by asking questions to system
15




Paradigm 1: System is Active, User is Passive (SAUP)

Typical Form: System Ask User Respond (SAUR)
e System asks questions about (attributes of) items
to narrow down the recommended candidates.
Input:
e Dialogue history
Output:
e Next utterance = question to ask user
e Item(s) recommended to user

User responds

Zhang, Yongfeng, et al. "Towards conversational search and recommendation: System ask, user respond.” CIKM. 2018.

to the question

@ Can you find me a mobile phone on Amazon?
Sure, what operating system do you prefer? é}
I want an Android one.
OK, and any preference on screen size? @
@ Better larger than 5 inches.
Do you have requirements on storage capacity? @
I want it to be at least 64 Gigabytes.
And any preference on phone color? é}
@ Not particularly.
Sure, then what about the following choices? é}

2pEif s

L@ I don't like them very much...

OK, do you have any preference on the brand? é}
@ Better be Samsung or Huawei. _
Any requirement on price? ¢.¢

Should be within 700 dollars.

OK, then what about these ones? ¢_3)|

B=zlo

@ Great, I want the first one, can you order it for me?
Sure, I have placed the order for you, enjoy! @

e

System asks
a question

16




Paradigm 2: System is Active, User Engages (SAUE) |

Typical Form: SAUR + Chitchat
e System asks questions about (attributes of)

items and also chats with user.
Input:
e Dialogue history

Output:
e Next utterance = question + chitchat

e |tem(s) recommended to user

(a) Dialog E] Can you recommend any classic books like

Catcher in the Rye?
E] Do you prefer books by the same author or same genre?

o [El] ! am interested in reading classic
user chit-chat examples of American literature.

|i| Literary realism is a common genre in

classic American literature. SyStem chit-chat

E] Do you prefer First-person or Third-person narrative?

@ | mostly prefer third-person narrative.

Consider reading the Scarlet Letter: a novel by
Nathaniel Hawthorne.

(b)KG | Genre | The Catcher in the Rye
® o -

192

yT 15.a 152 CERANY profession
merican X, -

Literature
HAS_EXAMPLE 0] of birth
[ The Scarlet Letter | |Literacy Realism| New York City

= Film
t,u,em-: P> ) Location
[ N. Hawthorne | [ 3rd-person | | Catch Me If You Can |

Moon, Seungwhan, et al. "Opendialkg: Explainable conversational reasoning with attention-based walks over knowledge graphs." ACL. 2019.

17




Paradigm 3: System is Active, User is Active (SAUA)

Typical Form: SAUR + Chitchat + User Ask
System Respond
e Users actively ask questions and participate
in the recommendation process.
Input:
e Dialogue history
Output:
e Next utterance = question or response to
user’s question
e |tem(s) recommended to user

Goal planning: QA about <Stolen life>, chitchat about Xun Zhou,
recommending the movie <The message>. recommending <Don't cry, Nanking!>

1.User: {REVE R PEFERN ATH B HENZ? (Who is the star of the movie

stolen life>?) user asks

2.Bot: ZERME. (It is Xun Zhou.)
3.User: @R ZAMAYDT ! (She is my goddess.)
4.Bot: fRAIRNM, FR2HEBNEM2HEIRDLGRAR. (You have

good taste. Zhou Xun is the most popular actress in the Golden Eagle Award
of China TV.)
5.User: 208, TPV, MWESHZHRFBEE. (1 like her very much.

She's very good at acting.)
6.Bot: YRGB AR BELOH R, WZRQHIERRIARTH,

(She also won the best actress of the Asian Film Awards. Her acting is
internationally recognized.)

7.User:0808, RIEMIMABRMASE. (Anyway, she's really good.)

S.Bot: BMREAE MR (NFS) 132 %A AEWENAY. FIBZIRAONET.
REFA/ME! (Do you want to see her movie <The message>? It has refined
characters and capricious plots.)

9.User:PJERINEBE BN TNEZy AR (But now I prefer Rene Liu's films!)

10.Bot: AR (EIFR1037) fRPIINER, BEFARANE_DSMIE

2 MEMRE MAMSE. (You can see the movie <Don't cry, Nanking>.
11.User: (52 /08? (It is historical film?) user asks

12.Bot: AP E . (Yes. It is historical war film.)
13.User: PR BEEEBH/E 7. (I will watch it!)

14.Bot:08, REERFRM. (Sure, you will like it!)

15.User: I8, WS{RIF, TIREPOE! (Thank you! See you later!)
16.Bot:3F8Y, BM! (OK! Bye!)

Xu, Hu, et al. "User Memory Reasoning for Conversational Recommendation.” arXiv preprint arXiv:2006.00184 (2020).

18




Related Work

Representative works categorized by 3 paradigms:

Dialog is More Natural

/~ e Sun, Yueming, et al. “Conversational Recommender System.” SIGIR. 2018.
e Zhang, Yongfeng, et al. "Towards conversational search and recommendation: System ask, user respond." CIKM. 2018.
e Christakopoulou, Konstantina, et al. "Q&R: A two-stage approach toward interactive recommendation." KDD. 2018.
. . e Zou, Jie, et al. "Towards Question-based Recommender Systems." SIGIR. 2020.
Paradlgm 1. < e Zhang, Jian-Guo, et al. "Find or classify? dual strategy for slot-value predictions on multi-domain dialog state tracking."
SAUP SEM. 2020.
e Lei, Wengiang, et al. "Estimation-action-reflection: Towards deep interaction between conversational and recommender
systems." WSDM. 2020.

e Lei, Wengiang, et al. "Interactive Path Reasoning on Graph for Conversational Recommendation." KDD. 2020.

e Li, Raymond, et al. "Towards deep conversational recommendations." NeulPS. 2018.

. e Moon, Seungwhan, et al. "Opendialkg: Explainable conversational reasoning with attention-based walks over
Paradigm 2: knowledge graphs." ACL. 2019.

SAUE e Chen, Qibin, et al. "Towards knowledge-based recommender dialog system." EMNLP. 2019.
e Chen, Zhongxia, et al. "Towards Explainable Conversational Recommendation." [JCAI, 2020.

e Liu, Zeming, et al. "Towards Conversational Recommendation over Multi-Type Dialogs." ACL. 2020.

Paradigm 3 e Zhou, Kun, et al. "Improving Conversational Recommender Systems via Knowledge Graph based Semantic Fusion."
) KDD. 2020.
SAUA e Xu, Hu, et al. "User Memory Reasoning for Conversational Recommendation." arXiv. 2020.

19




Challenges

e Challenges in Conversation Recommendation

©)

O O O O O

How to represent dialogue state?

How to represent dialogue action, both user action and system action?
How to understand user preference from dialogue and history behavior?
When to respond or recommend?

What to respond to user? E.g. What question to ask user?

Which item(s) to recommend?

20




Datasets and Evaluation

e Introduction and Background
Problem Formulation

e Datasets and Evaluation

o Frequently Used Datasets
o Evaluation Protocol

e Conversational Recommendation Methods
e Tool-kits and Real-world Systems

21




Frequently Used Datasets

Dataset Dialog Types Domains External Paradigm
Knowledge
ConvRec [10] Rec Restaurant N Paradigm 1: SAUP
SAUR [11] Rec E-commerce N Paradigm 1: SAUP
Cookie [24] Rec E-commerce Y Paradigm 1: SAUP
ReDail [13] Rec, Chitchat Movie N Paradigm 2: SAUE
OpendialKG [14] Rec Music, Sports Y Paradigm 2: SAUE
KBRD [15] Rec Movie Y Paradigm 2: SAUE
DuRecDial [21] Rec, Chitchat, QA Movie, Music, Restaurant, Y Paradigm 3: SAUA
News, Weather
MGConvRex [23] Rec, Chitchat, QA Restaurant Y Paradigm 3: SAUA

22



Paradigm 1 (SAUP): SAUR Dataset

Assumption: Each user review is converted to a conversation. Aspects that
appear earlier in the review should appear earlier in the conversation.

YryrYrvryr Worthy wifi e-reader for everday reader.
Reviewed in the United States on December 26, 2010

Library with thousands of books, magazine that comes free, built-in
free wireless data network, plus Wi-Fi connectivity (no PC
needed); separate capacitive color touch-screen pad for navigation,
and a virtual keyboard for notes and annotations; 2GB of internal
memory (capable of storing 1,500 electronic books) as well as a
microSD expansion slot for additional memory; font style and
size are adjustable; displays image files and plays MP3 music files;
compatible with Windows and Mac machines; battery is removable
and user-replaceable; allows free browsing of full-text books while
within Barnes & Noble stores; you can lend certain e-books for up to
14 days free of charge; EPUB format compatibility lets you read free
Google Books and loaner e-books from your local library; page turn
speeds are faster with firmware upgrade.

Conversation initiated by user ID=AQGUDKOMSQ95L

U: Can you find me a tablet on Amazon?

S: Sure, any requirement on the network?

U: Built-in free wireless data network.

S: Any preference on the memory?

U: 2GB of internal memory as well as a microSD expansion
slot for additional memory.

S: Any preference on the battery?

U: Battery is removable and user-replaceable.

Result: Product ID=1400532620.

URL:https://www.amazon.com/gp/customer-
reviews/R3RPNEBXXEXS7S/ref=cm_cr_getr_d_rvw_{tI?ie=UTF8&ASIN=14005
32620

Zhang, Yongfeng, et al. "Towards conversational search and recommendation: System ask, user respond.” CIKM. 2018.

23



Paradigm 1 (SAUP): SAUR Dataset

e Domain: E-commerce (Amazon)

e Statistics:
Dataset #Users|#Items|#Reviews||#Aspect|#Value|#AV pairs||[#Request|{(Request) . Tranpmg/Testmg
#Conversations|#Relevant Items per Conv
Electronics ||142,421(53,278| 365,341 479  500{ 475,020 989 6.40||255,739/109,602|  1.21 +0.62/1.13 + 0.26
CDs & Vinyl|| 64,847| 60,405 427,031 514 747 659,737 694 5.71|(298,922/128,109| 2.82 + 5.88/1.46 + 1.26
Kindle Store|| 56,847|53,907| 285,104 164 359 367,159 4,603 7.07| 199,573/85,531 1.94 + 3.63/1.62 + 2.21
Cell Phones || 21,615 9,292| 52,178 325| 402| 68,709 165 5.93|| 36,525/15,653| 1.66 + 1.32/1.24 + 0.16

24



Paradigm 1 (SAUP): ConvRec Dataset

e Assumption: Each user review is converted to a conversation. 5 item
attributes are available as candidate facets to construct agent’s questions.

® D omain: Re Sta ura nt (Ye I p ) The target restaurant has the following facets.
.. {category: Mexican, state: AZ, city: Glendale,
® Stat|St|CS price range: cheap, rating range: >=3.5}
User: inform(city="Glendale", category="Mexican")
| Number of Values User Write: I'm looking for Mexican food in Glendale.
Agent: Which state are you in?
Users 62047 User: inform(state="AZ")
Items 21350 User Write: I’'m in Arizona.
User-item pairs 875721 Agent: Which price range do you like?
Category 191 User: inform(price_range="cheap")

User Write: Low price.

St‘ate 13 Agent: What rating range do you want?
City 189 User: inform(rating_range>="3.5")

Price 4 User Write: 3.5 or higher

Rating Range 9 Agent: <make recommendations>

User: thanks()
User Write: thank you

25
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Paradigm 2 (SAUE): ReDail Dataset

e Assumption: Each dialogue contains at least 10 messages and 4 different

movies, and the content is only about movies.
e Domain: Movie

e Statistics:

Dowr parscparm. s 1 where you wil chae

# conversations 10006
# utterances 182150
# users 956
# movie mentions 51699
seeker mentioned 16278
recommender suggested 35421
not seen 16516
seen 31694
did not say 3489
disliked (4.9%) 2556
liked (81%) 41998
did not say (14%) 7145

= T0 BE PAR. YOU MUST ALWATS SO THE FOLLOWRND ™

TR Typang. wuirvie farses Bt dways stat wih 5"

- Movie Names mest aho siways be selected Fom e @ropdowns mens (ree
cxarmple on T rghe)

© WO A oA PArIed Pl Saniien o least & mavies aned B 0o The baews
Based on He moves you rermoned in the dalogue

- Comwer Lations Shoul Aot be 100 Short (a1 ast 10 meannghs messages)

- Vahe grarmeaincally corredt sevdences

< Mave & irendly chat, use formal language and Wik In & natural way

- Comen atians should andy Be about movies (30 NOt wertsan MUk, this ek,

o o iertace)

Good Farky Coukd you Necommend ome Mmove i A Qoo soundvack?

You aew row pased wieh somecne pheane Chact

F @ Press Ene 1 save

Li, Raymond, et al. "Towards deep conversational recommendations." NeulPS. 2018.

The Gum Bamir (| v Use up/dow arows
The Saeh (1)

The Saam Sace (100
The Baem Camandved (104

The b of Bee Sanihs Magpevess (1990

And press Eher 10 select movie

nacate w L& o oo
- o A et e
ase (1970)
R , e wd by ofhwe
e resLsd tar 2,
—~ seer e
-~ hed Te sgpe ™ »~ -
The Lotd of B Rings: Thw Fellowship of the fang (2001)
Sugoeued by you Mersored by ofwr persor
Ne Thet PO ewTreied e Py v
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Paradigm 3 (SAUA): DuRecDial Dataset

e Assumption: Seekers are assigned with predefined profiles, which should be

consistent with seekers’ utterances. Each dialogue follows the predefined
task templates.

e Domain: Movie, Music, Restaurant, News, ...

e Statistics:

Goals

Goal description

Goall: QA
(dialog  type)
about the movie
<Stolen life>
(dialog topic)

The seeker takes the initiative, and asks
for the information about the movie
<Stolen life>; the recommender replies
according to the given knowledge graph;
finally the seeker provides feedback.

Goal2: chitchat
about the movie
star Xun Zhou

The recommender proactively changes
the topic to movie star Xun Zhou as
a short-term goal, and conducts an in-
depth conversation;

#Domains 7
Knowledge #Entities 21,837
graph #Attributes 454
#Triples 222,198
#Dialogs 10,190
DuRecDial #Sub-dialogs  for  6,722/8,756/3,234/10,190

QA/Rec/task/chitchat

#Utterances 155,477
#Seekers 1362
#Entities  recom- 11,162/8,692/2,470/
mended/accepted/rejected

Goal3: Recom-
mendation  of
the movie <The
message >

The recommender proactively changes
the topic from movie star to related
movie <The message>, and recommend
it with movie comments, and the seeker
changes the topic to Rene Liu’s movies:

Liu, Zeming, et al. "Towards Conversational Recommendation over Multi-Type Dialogs." ACL. 2020.

Goald: Rec-
ommendation
of the movie
<Don’t cry,
Nanking!>

The recommender proactively recom-
mends Rene Liu’s movie <Don’t cry,
Nanking!> with movie comments. The
seeker tries to ask questions about this
movie, and the recommender should re-
ply with related knowledge. Finally the
user accepts the recommended movie.

27



Evaluation Motivation

e Research Perspective: Understand and improve the virtual assistant design

and Al training
o Ensure Al solutions are as effective as it can be
o ldentify areas for improvement

e Business Perspective: Demonstrate the impact of success or progress of the
project
o Communicate the impact of the work to others

o Improve team morale
o Attract and retain supports from different stakeholders and decisions makers

28



Taxonomy of Approaches for Usability Evaluation of Interactive Systems

Usability Evaluation Methods

Usability Expert User Participation Expert Designed Models
Simulation Calculation
Experimental Querying Observational m
Statistical Rule Cognitive
based based architecture
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Common Evaluation Protocol

e Offline Evaluation
o Evaluate on benchmark datasets

e Online Evaluation
o Evaluate based on feedback from real users of the systems, e.g., A/B test

e User Study

o Evaluate based on users’ feedback on questionaires

e Simulation-based Evaluation
o Evaluate based on simulated environments
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Evaluation Metrics

e A complete evaluation of CRS should include at least two parts

Evaluation of Conversation Quality

Turn-level, Dialog-level, Business-level

Evaluation of Recommendation Quality

Turn-level, Dialog-level, Business-level

Joint Conversation-Recommendation Evaluation

31



Evaluation Metrics for Conversation Quality

e Turn-level Metrics
o Quality of the system-generated sentences (e.g., BLEU, ROUGE, Readability)
o Relevance of system-generated questions and/or responses (e.g., Accuracy, Coverage)
o Frequencies and distributions of dialogue acts (e.g., recommend, ask question, respond)
o User cooperativeness (e.g., provide responses when system asks a question)
o Limitation: cannot measure the consistency of dialogue and conversion rate

e Dialogue-level Metrics

o Dialogue length
o Ratio of dialogue success and task completion

e Business-level Metrics
o Conversion rate per session

o Sales revenue
o User satisfaction rating, user retention, customer loyalty, etc.
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Evaluation Metrics for Recommendation Quality

e Turn-level Metrics

o Recommendation accuracy per turn (e.g., Precision, Recall, NDCG)

o Frequencies and distributions of recommendation acts

o Limitation: cannot measure the overall recommendation performance of the whole dialog
e Dialogue-level Metrics

o Recommendation accuracy at round k (e.g., Precision@k, Recall@k, NDCG@k)
o Dialogue success rate (e.g., SuccessRate@ k)

e Business-level Metrics

o Conversion rate per dialog
o Sales revenue
o User satisfaction rating, user retention, customer loyalty
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An Example of CRS Evaluation

@ Can you find me a mobile phone on Amazon?
Sure, what operating system do you prefer? @
@ I want an Android one.
OK, and any preference on screen size? é}
@ Better larger than 5 inches.
Do you have requirements on storage capacity? @
@ I want it to be at least 64 Gigabytes.
And any preference on phone color? (é)

@ Not particularly.
Sure, then what about the following choices? @

@ I don’t like them very much...
OK, do you have any preference on the brand? @

@ Better be Samsung or Huawei.
Any requirement on price? é)

(@ should be within 700 dollars.
OK, then what about these ones? @

s BB

@ Great, I want the first one, can you order it for me?

L Sure, I have placed the order for you, enjoy!

AN

Conversation Evaluation: Evaluate the accuracy of the system-generated questions,
i.e., percentage of questions that ask about the aspects that the user cares about.

Hit-Rate@)(n, k) = #Rounds until round k where the correct aspect is ranked to
top-n/k

For each round the system predicts n aspects, HR@(n,k) measures the percentage of
rounds where the correct aspect is ranked to top n.

Recommendation Evaluation: Evaluate the recommendation quality at a particular
recommendation round.

NDCG@n = NDCG of the top-n recommendation list at a particular round

Joint Conversation-Recommendation Evaluation: Evaluate the recommendation
quality at the final recommendation round.

NDCG@(n, k) = NDCG of the top-n recommendation list until round k / k
Quality of the final recommendation list penalized by the dialog length.
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Evaluate by User Study

e Commonly used User Study Questionnaires

@)

O O O O O O O O

The bot was easy to interact with. (Usability)

The bot helped me complete my task(s). (Usability)

The bot was intelligent. (Bot intelligence)

| am confident about the quality of service/answers/recommendations (Trust)
The bot understood what | said. (Bot intelligence)

| feel comfortable interacting with the bot. (Friendliness / Trust)

The bot was friendly. (Friendliness)

| would be willing to use this bot (or a bot like it) again. (Loyalty)

| would recommend using this bot to a friend. (Loyalty)
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Seeker: on el
Recommender: Another good one is Spaceballs.
Seeker: | did see that one, but | didn't really like it. | do love 80s movies
though. g
Recommender: Ok Well how about Planes, Trains and Automobiles. B
Seeker: I may have seen that a long time ago but | can't remember. who
is in that again?
Recommender: Steve Martin and John Candy. It is very funny.
Seeker: | love them both. | will try that one. Thanks so much! ACC SEE QU RE) PRO INQ CIN{ C‘RI(-A ;N? NRE CON REF ASK CRI-C STO
Intent (code|
An example conversation in ReDial User Satisfaction per Intent
Entent (Cade) Deseriptinn Fuample Pervem
mendatain 1828%
Indtial Quaery QL) Secker adhs S o secommendation in the flest query "1 Mie somady do yous knwrw of amy poid ows ™ 11vs
Continnse (CON) Seeker atks St mare pecommendations i the sebseguent query "Dy N any other sggestions ™ A0
Refurwadate (35T Seeker restates her s query with or withoss dlarioation Terther comatraints.  “Maybv Fom nor Meing dioar | wens someriing shat b in the thoater mone ™ 150
Stant Over (STO) Seekier starts & new query 50 sk S recommmendations. “Anyciing oA ] com watch wich my bids wnder 107 oA
Add Detasls 1858
Provide Preference (FRO)  Secker provides specifie prefesence for the tem v s bosking for 1wy anpry mirvies WA Seth Ropen and Jonsh X" 1330
Anewer (ANS) Sevhirt anewers the qaestan lwand by the 1 omesender “Maybe somrthing with maey aetion”™ 10 "0t ind of fan maviv you Tk ™) s
Ak Opunion (ASK) Sevkint aiks Doe recomanendes’s persanal apiabons "1 mally Miv Rowwe Wikhempoon. Now abose you™ v
Giive Fendback L
Sema (NIX) Seekanrt Bas seen the recommended item bedose "I have sovn that one and enjoyed 18° PaRT L)
Accept (ALT) Sevkoer Bhkes the recommended emn “Aovenome, Iwill chock i one” 18
Regoct (01 Seckoer dindkes the recomenended e “I hased thae movie. | 8 not rven crack @ vmlle once” 11.50%
Inguatre (INCD Seckoer wants 42 know mooe about the secomewnded fem “I haven t wen Aot one yet. What's it shout™ (X411
CritiqaeTeatare (CRE1)  Secker mukoos crithques on specific fratuoes of the ourrest necommwndation. “That's & Mt oo wery for me” 5
Critiqae-Add KRI-A) Secker adds furdur conatralnts on %0p of the curtest secommwndation. “1 would Mkr something more recent” 358
Neutral Resporse (NFE)  Secker does not indicate her his preference for the curment secomemndation. “I hawe actaally mever seen thet one” 42
Critique-Compare ([C33-C)  Secker roqaests sth similar S0 the current recomenendation in ooder to compare. “Dew of Thiews (2045) sounds amaning. Avy others [ite ther™ 135%
Othery Groetings, gratstude expression, or chit-chat utterances “Sorry abowt the weird typing * 14355

[26] Cai, Wanling, and Li Chen. "Predicting User Intents and Satisfaction with Dialogue-based Conversational Recommendations.” UMAP. 2020.
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Outline

Introduction and Background
Problem Formalization
Datasets and Evaluation

Conversational Recommendation Methods
Three Architectures of Conversational Al Systems

Four Major Modules for Conversational Recommendation
Natural Language Understanding/Generation

Dialog State Managment

Recommendation

Explanation

Tool-kits and Real-world Systems

O O O O O O
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Three Architectures of Conversational Al Systems

Simiarey

Mukigle Choice

End-to-End Architecture
E.g., Sequence-to-Sequence models,
Generative Language Models (GPT)

| Transioemes |+ Linear |

Wmﬁlinm-:- Transkormes |+ Lnear |

F

"

B |§

A

| acower2 | wmna ||

[ Tet2 | emwt | o Transhomes |

[ Tet1 [ e |-+ Transimer |

| acswer 1 | e | - Transkormes |+{ Lnear |1

[ Answer ¥ | ewact | <[ Transiormes | - Linews |

Modularized Architecture
e.g., Conversational Agent as Linked
Functional Modules

Initial |
/| Request |

Question
Response

{Result [+ High

;‘[ Search Module

Item Representation

Question Module

2JU3pyuo)

User System

Data-Flow Architecture
E.g., Dialogue State as Dataflow
Graphs (DataFlow)

User: Where is my meeting at 2 this afternoon?

place(findEvent(EventSpec(start=pm(2))))

tart
2 —» pm i» EventSpec —» findEvent

Event(name=“kickoff”, place=..) “Conference Room D”

Agent: It'’s in Conference Room D.

Radford, Alec et. al. Improving Language

Understanding by Generative Pre-Training. arXiv 2018.

Zhang, Yongfeng et. al. Towards Conversational
Search and Recommendation: System Ask, User
Respond. CIKM 2018.

Andreas, Jacob et. al. Task-Oriented Dialogue as
Dataflow Synthesis. TACL 2020.

In the following part of the tutorial we focus on the Modularized Architecture since it is widely used in practical industrial systems.




Modularized Architecture for Conversational Recommeﬁdation

e Four Major Modules
Natural Language Understanding/Generation

(@)

o Dialogue State Managment
o Recommendation
_ Knowledge
o Explanation
T 3
or 0 N | = N ([ )
\% Recommendation
() Dialogue State |~ | Engine )
Management
.Sy\ =\ Explanation Engine |
St L )
Recoe espe, =T v € >
ang eNQas S
EXp/ana‘;ggn, Conversational Recommendation System
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Modularized Architecture for Conversational Recommeﬁdation

e Four Major Modules
Natural Language Understanding/Generation

(@)

o Dialogue State Managment
o Recommendation
_ Knowledge
o Explanation
T 3
or 0 N | = N ([ )
\% Recommendation
() Dialogue State |~ | Engine )
Management
.Sy\ =\ Explanation Engine |
St L )
Recoe espe, =T v € >
ang eNQas S
EXp/ana‘;ggn, Conversational Recommendation System
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Natural Language Understanding for CRS

e |Interpret free-form text and any type of unstructured data
e Given an utterrance in CRS, the goal is to conduct:

o Item Category Detection
o Item Attribute Extraction NLP
. named entity

o User Intent Extraction recognition (NER) NLU
o Slot Value Extraction part-of-speech relation
o Sentiment Analysis tagging (POS) eXtraction  paraphrase &

syntactic natgr?l language
o) inference

categt)er)i(;ation parsing  semantic
parsing dialogue
coreference sentiment agents
resolution analysis
machine -
translation answieriiENERY summarization
Jannach, Dietmar et. al. A Survey on Conversational Recommender Systems. 41



Natural Language Geneartion for CRS

e Challenge
o Lack of background knowledge
o Consistency and Informative
e Retrieval-Based
o Fluent and Informative conversational turns
o Less flexible
e Generation-Based
o Templated-based
o Synthesize more flexible and tailored new sentence as reply

o Insufficient semantics and information => solution: template + knowledge + generation (to
make the dialog utterances more controllable)
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System Ask, User Respond (SAUR)

e Belongs to Paradigm 1 (SAUP)

Motivation

o Learn about the user preferences
on items by asking questions

e NLU
o  Multi-Memory Network

e NLG

o Retrieval-based

@ Can you find me a mobile phone on Amazon? W
Sure, what operating system do you prefer? é}
@ I want an Android one.
OK, and any preference on screen size? @
@ Better larger than 5 inches.
Do you have requirements on storage capacity? é}
@ I want it to be at least 64 Gigabytes.
And any preference on phone color? @

@ Not particularly.
Sure, then what about the following choices? @

@ I don’t like them very much...

OK, do you have any preference on the brand? @
@ Better be Samsung or Huawei.
Any requirement on price? é}

@ Should be within 700 dollars.
OK, then what about these ones? é}

Bz ED

@ Great, [ want the first one, can you order it for me?

L Sure, I have placed the order for you, enjoy! @

Zhang, Yongfeng et al., Towards Conversational Search and Recommendation: System Ask, User Respond, CIKM 2018.

Initiation: User
initiates a conversation

Conversation: Ask about the
user preferences on item
aspects (get user feedback)

Display: Display
recommenedations to user
(when feels confident)
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e SAUR formalization

ui = Qo | Q141,242 - -+
= Qo(e) | Qi1(p1)A1(q1) - -~

Qk(Px)Ak(gK) | vj

System Ask, User Respond (SAUR)

e The Unified MMN Architecture
o Item Representations o Search Module
o Query Representation o Question Module

Question

Response —‘[ Search Module

35uapyuo)

;wemory Module for item v,

Question Module

1N

[ltem Representation]

Response

Onipnst bryer  Sofimva

-‘[ Question Module

Workflow for SAUR

5 £ 5y 5y Sy Sy mi
00 |ﬂ‘ a0 00 |0 7 ao 00
| l
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00 | @0 00 gas | oo gos 00 gos g’ !
o o h 1
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Itemn Representation for oy [H

Model Architecture

Query Representation



System Ask, User Respond (SAUR)

Advantages of Conversational Recommendation
o Question Prediction (Hit-Ratio @ (n,k))
o Recommendation (NDCG @ (n,k))

Electronics 0.36 Electronics

A-A QL @@ HEM V-V EFM B8 PMMN
034©©LSE © © HFT @@ MMN

0.25f

0.20f

Hit Ratio
=]
I3

0.10f

0.05F
1 2 3 4 5
Conversation Round k Conversation Length k
Hit-Ratio @ (n,k): Accuracy of Question Prediction NDCG @ (n,k): Accuracy of Recommendation
over conversational rounds. over conversational round.

With more conversational rounds, the system can prediction better questions and make more accurate recommendations, which means the

system can better understand user preference through conversations.
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System Ask, User Respond (SAUR)

e The limitation of the SAUR model
o Used a simple policy to decide when to ask questions and when to make
recommendations (based on a confidence score threshold)
o Strong assumption on the availability of item facets
o Does not consider user historical behaviors
e In the following, we introduce approaches that advance SAUR
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Question-based Recommendation (Qrec)

e Belongs to Paradigm 1 (SAUP)
Motivation

4. Question asking module

o Enhance the question space by

Are you seeking for a
cotton related item?

considering item metadata

puestion selection

3. Question learning module

.

2. Continuous updating module

o Enhance conversation model based on : |Yes Feodback u;l);:;::g
user interactions S ,
- 1. Offline initialization module:  |pitialize a U, V online
. N L U . : U, v’ P, q updating
o User response is highly structured | Users’ L _ Offline |
) ‘| ratings initialization [! 00 oo et :
(Yes/No/Not Sure), can be easily ; ' 5. Recommendation module
converted into a vector. |
Framework of Qrec

e NLG

o Generate question by slot-filling

Zou, Jie et al., Towards Question-based Recommender Systems. SIGIR 2020.

extract short-phrases and entity linking
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Question-based Recommendation (Qrec)

e Why Better Performance
o Considers users’ historical preference (through user ratings over items)
o Ask questions about both item aspects in reviews and item aspects in product metadata

recall@ 5
#. | PMF QMF NeuMF QMF+Rand. SBS PMMN Qrec
2 | 0.011 0.062 0.222 0.075 0.060 0.073 0.130
5 | 0.011 0.062 0.222 0.095 0.353 0.194 0.443
10 | 0.011 0.062 0.222 0.121 0.883 0.216 0.943
15 | 0.011 0.062 0.222 0.151 0.933 0.216 0.982
20 | 0.011 0.062 0.222 0.188 0.962 0.216 0.995
NDCG
#. | PMF QMF NeuMF QMF+Rand. SBS PMMN Qrec
2 | 0.036 0.082 0.183 0.113 0.181 0.212 0.215
5 | 0.036 0.082 0.183 0.131 0.389 0.300 0.443
10 | 0.036 0.082 0.183 0.158 0.749 0.310 0.915
15 | 0.036 0.082 0.183 0.184 0.899 0.310 0.980
20 | 0.036 0.082 0.183 0.211 0.935 0.310 0.993

Overall Recommendation performance on Amazon Review dataset, The results of PMMN comes from SAUR.

More rounds of conversation brings better performance. 48



Recommendation through Dialog (ReDial)

Belongs to Paradigm 2 (SAUE)
NLU

o Hierarchical Recurrent Encoder-
Decoder (HRED)

o NLG
o  Switching Decoder
e Limitations of Method

o Does not consider user historical
behaviors

o Simple dialog managment strategy

Li, Raymond et al., Towards Deep Conversational Recommendations. NerlPS 2018.

/1)

0 fihat fcase \ YOu might Bke @542

ad | you bhe it?

Switching Decoder

o

| saw @123 last week.

In that case

Hierarchical Encoder

Proposed method for ReDail dataset
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Multi-Goal driven Conversation Generation (MGG) |

e Belongs to Paradigm 3 (SAUA)

e Motivation
o Learn strategies to repurpose the
conversation to recommendation
when the conversation topic drifts

e NLU
o Context-response representation
module (C-R Encoder)
o Knowledge representation
module (Knowledge Encoder)

e NLG

o Mixture of Retrieval-based and
Generation-based methods

[ R—
Moty Sy 1
e :;x TEe) Fusion usit y
T — *
Softrrax P
v Coe word GRU Sundund GRU
l‘d',ﬂd x Rk,
v RA, Concetenste & Noem
Concatenane & Noem - s K .
[oR——— ) ' 1 o & X .
Anteroon Concanerane & Noon s & & .
% 1 k *% + ] ky ky kg X
3 o ) .
- HW MW Hl;\l'-l le:w-l
Bi-deecsonal GRU  [BERT Be-decctonal GRU Be-disectioeal GRU Be-d d GRU Bad d GRU
P . Y
k—h&: -; s - Gl Lmeer Kasekedh ,-__: [ T 1 - l---‘
3 "'"‘d “-, Nom '_'"“ X fed;lu'd . Feed Forwand MF‘G-I
.
!}If D combent X gt ¥ {"i - comben) X
(4) Ratrieval-Dased rosponse model ! ! 1) Gomer vwon based resgponse wexdel
o e,
Comtest X - O ,
[ i - . 0K
Ll corperce Corrent goal prodicrion
eatimaton

goal planning module

Proposed method

Liu, Zemin., Towards Conversational Recommendation over Multi-Type Dialogs. ACL 2020.
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KG-based Semantic Fusion (KGSF)

Belongs to Paradigm 3 (SAUA) N e | &
Motivation

o Undertanding dialog semantics by Sentence-KG aligment e ] N\

help recommend today fantasy movie

N L U Our Conversation System Recommender System

$3: I recommend
@ Pan’s Labyrinth or Stardust.

o KG fusion to encode Word-KG and ltem-KG Have you seca those?

N L G S4: I have seen these, they are very good|
\ Do you give another reccommendation? <

o KG-enhanced response generation

help recommend today fantasy movie perfect have  scen  good  another recommendation
7 7

Pan’s
Labyrinth

Conversation System

Our

7
/" Recommender System
$5: I'm looking forward to seeing \Fy
A Wrinkle in Time, but I 'm not
sure if you haven's seen it.

A Wrinkle in
Time

| S6: Great! We share the same las1e‘| :

Zhou, Kun et al., Improving Conversational Recommender Systems via Knowledge Graph based Semantic Fusion. KDD 2020 A Sampled conversations
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KG-based Semantic Fusion (KGSF)

e Contribution
o  Mutual Information
Maximization to bridge
the semantic gap
e Limitations

o Monotonous user hisotry
o Lack of Dialogue state
Management

Zhou, Kun et al., Improving Conversational Recommender Systems via Knowledge Graph based Semantic Fusion. KDD 2020

Dialogue Context

[S1: Can 1 help you teday?]

S 1 would like o

waich a popular movie
mw

S30 1 recommend the
Marvel series movie The
Avengers, Have you som

S4: [ have som 2, the

» i really cool!
( «.u YOu gIve another
recommendason”

r
/

/

-’_‘\l

\'WF{ Lookup Table|— "<

Graph-based Semantic Fusion
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Deployment in Commercial Systems (YouTu |

omoG 3O % 4 W49 User Profile

e Q&R: A Two-Stage Approach toward

Interactive Recommendation ‘;"
e Belongs to Paradigm 1 (SAUP) - | -
* Motivation e e e
o NLU/NLG can be replaced by other similar . )
funtional modules in commercial systems = s i i
depending on available Ul — “:\
e NLU
o Mulpile choice e
e NLG 5 o - "L user Fesdback| (%)
o Retrieve from a question pool User Onboarding Ul Eramework Overview

Christakopoulou, Konstantina, et al. "Q&R: A two-stage approach toward interactive recommendation." KDD. 2018. 53




Deployment in Commercial Systems (YouTube)

@ Machine Leaming / Artificial Intelligence

R R R

Topic Shelf related to the topic ‘Machine Learning’

.
e Method: Sequential Neural Models watehwe1 | . Watch N+1 Reil
o Watch history l G';U = [Gbevopen ]GRO}
o Clicked topic | Re.fw J RelU
o Good response [CTopco T videor [ Feature Context | [ Topicd ]| Videold | Feature Context |
Watch N Watch N
Question Ranking Module Response Module

Christakopoulou, Konstantina, et al. "Q&R: A two-stage approach toward interactive recommendation." KDD. 2018. 54




Modularized Architecture for Conversational Recommeﬁdation

e Four Major Modules
Natural Language Understanding/Generation

(@)

o Dialogue State Managment
o Recommendation
_ Knowledge
o Explanation
T 3
or 0 NLU = N ([ )
\% Recommendation
() Dialogue State |~ | Engine )
Management
.Sy\ =\ Explanation Engine |
St L )
Recoe espe, =T v € >
and end K e,
EXp/ana‘;ggn, Conversational Recommendation System
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Dialogue State Management (DSM)

e Keep track of the dialogue state to decide the next conversational move
o e.g., whether to make a recommendation or to ask a question

User System Dialog State Tracking

| am locking for @ place 10 stay that has cheap pice range and it should be in a type of hom,

Oy, 40 you hiree & 5000l aroa you want % sty In? (hotel, price range, cheap), (hotel, type, hotel),
No. | just neod 1 make sure I's cheap. ON, and | need parking. (hotel, parking, yes)
| found 1 cheap hotel for you hat inchudes parking. Do you Bee me 1 book it? mmmmmm
Yos., please. § people J nights starting on Tuoscay, (hotel, book pecple, 6), (Motel, book stiy, 3)
Booking was successhu. Reterence number is: Toawk763. Anything else | can 60 for you? mmm"““”-md’z‘im '
| 250 Noed 10 DOCK N Exensive restaurant with Jepanese ood. (hotel, book pecple, 6), (hotel, book stay, 3),
(restaurant, price range, expensive),

|
|

Zhang, Jianguo et al., Find or Classify? Dual Strategy for Slot-Value Predictions on Multi-Domain Dialog State Tracking. *SEM 2020. 56



Conversational Recommendation Model (CRM)

e Belongs to Paradigm 1 (SAUP)

e Motivation
o Learn a model to decide when to recommendation and when to ask

e NLU

o Deep belief tracker to analyze user’s current utterance
o Extract the facet values of the target item

e DSM

o RL-based policy network for dialog state management

: hi
.‘I |;‘lwant to find a Bar.

: v

: [ Which city are you in? e | Policy | ... >
! _________ » | Network |
et eeeeaaaeeeeeaaeeeeaanneenn : I

: u, Belief
{ ——> | Tracker

Recommender

Overview of the CRM Framework

57

Sun, Yueming, et al. “Conversational Recommender System.” SIGIR. 2018.




Conversational Recommendation Model (CRM)

e Key Components of the Model

o Policy Network .
' Policy Network:
o Belief Tracker g A :
TRecommender T
H ym.n

Voes V3 » Wa, Wo

Candidate facets:
Category, State, City, : -3
Price, Rating Range !

The structure of the proposed model

Sun, Yueming, et al. “Conversational Recommender System.” SIGIR. 2018.

User: I NEED MEXICAN CATEGORY  (category="Mexican")
Agent: Which city are you in?

User: GILBERT

Agent: Which rating range do you want?
User: 4.0 (rating_range>="4.0")
Agent: <make recommendation, target ranked 7 of 12>

(city="Gilbert")

Note: The RL agent asked for three slots and then make
an recommendation, no need to ask for the rests.

User: juice bars & smoothies

(category="Juice Bars & Smoothies")
Agent: Which city are you in?
User: henderson
Agent: Which rating range do you like?
User: 4.0 (rating_range>="4.0")
Agent: <make recommendation, target ranked 2 of 4>

(city="Henderson")

Sampled Example



Conversational Recommendation Model (CRM)

e Limitations of the CRM model

o Less scalable to large size of item attributes
o Incapable of updating user preference in multi-round setting where user may provide
negative feedbacks on recommendations

e In the following, we introduce approaches that advance CRM

The structure of the proposed model Sampled Example
Sun, Yueming, et al. “Conversational Recommender System.” SIGIR. 2018.
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Estimation—Action—Reflection (EAR)

e Belongs to Paradigm 1 (SAUP)

Motivation
o What Attributes to ask? When to recommend items? How to adapt to user’s online feedback?

User Response

A
"» ; l'want a new phone. Asking
_;'. What operating system do you want? attribute 2. Respond " Reject Items -
i0S | .
What about the latest iPhone 11
Reply Attribute

Loop

\') Accept Recom 0. Start

raceivrs &

- attribute eptiecom | user Initiate an Attribute System

1 Asking Quit
Do you want more colour options? Red, blue? attribute

Red is great option 1 System Action
Ask Attribute 1. Decide
End

: '
)
= ~| Recommend Items [~

Example of the conversation Workflow of the system

No, too expensive.

Do you want all screen design with

iPhone XR Red with 128GB is a real bargain

User accept,
conversation
terminates.

Nice! | will take it!

60

Lei, Wengiang et al., Estimation—Action—Reflection: Towards Deep Interaction Between Conversational and Recommender Systems. WSDM 2020.




Estimation—Action—Reflection (EAR)

( } D S M Ranked item and attributes Rejected items l
o A policy network that integrates N
(] ion
conversational component and

recommender component

e Limitations
o Strong assumption that user

Adjust the estimation for the user

3 40_0
expresses the preferences clearly ..dlike some Italian food.

. remains G ,d lik izza?
o Excluded user negative feedbacks 250 candidates ~ g e

remains

Got you, do you like some pi ife?
= y y nightlife

remains

- Try to recommend 10 items! -
B vejectea

Got you, do you like some Wine?

30 candidates
ves
Target item rank Try to recommend 10 items! -
Accepted!

example: Strategy to ask and recommend?

Lei, Wengiang, et al. "Estimation-action-reflection: Towards deep interaction between conversational and recommender systems." WSDM. 2020.

Should
recommend?

61




Conversational Path Reasoning (CPR)

e Belongs to Paradigm 1 (SAUP)

® M Otlvatl on Hi! I'm looking for a dance — Halou trip-hop
o , . music artist.
o Ultilize user’s attribute feedback Ask atribute AN fragon
explicitly (Compared to EAR) LI E e - el TOM s
ike it! — N electronic
o Hetergeogeneous fine-grained user YestHike it - il
preference Do you like pop music? e Alice e Sc'.,"lf;’l
e Method Yes! I like it! - :;:‘cy ”Ld’
o Model conversational Y?u.:m?ﬂmf music artist — md(» acksos -
recommendation as an interactive . =
= The Power

Yes! Thank you!
Station

path reasoning problem over graph.

illustration of interactive path reasoning in CPR.
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Conversational Path Reasoning (CPR)

® MethOd Policy Network
. . n*(s) = argmax Q" (s,a) v,
o Adjacent attributes: reduces the search 0(s.0) .
1
space for selecting which attribute to ask o Gask, | (U _ Userstart
o Policy function: whether to ask an
. . RelU
attribute or to recommend items @~
® DSM Us
. I | U
o knowledge-ground transparent dialogue State | xa
. Concatenate f, & .
state tracking +
— = ~m m ® I
Shis Sten - -
u v Pj

Overview of CPR framework

B Poi

D
2 1’3
Us

Aok
Adjacent attribute

1",/”‘\\\\"‘!

— )\

\
A Arec — 553,

— 2@

Vg MEeSSage

Qe SCOTE items (v message)
Sp = f(l II.P,,) v € Veand
f Message propagation )

@gg:SCOT
8p = glu,p, Veand) pEP.

» attribute I

and
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Conversational Path Reasoning (CPR)

e Conversational Path Reasoning(CPR)

SCPR Conversation

HI! F'm looking for 2
metaloore music artist

Do you like hardcore
musie?

Yeu! I lko it!

Do you ke post-
hardcore music?

You! § e 12!

You mary like muic
artist Hicasd !

Yes! Thank you!

Nernathe -

s -

mela
Spineshank ) The Agomistt
|

|

) metalcore |

blessthefall| R Walk '
»J \

Sworn Enemy

Scenerio Example Conversation of CPR vs EAR

https://dl.acm.org/doi/pdf/10.1145/3336191.3371769
Interactive Path Reasoning on Graph for Conversational Recommendation

ead and Divine

e boa
Tege Arve

wen M

cavaan

" soathern rock

EAR Coaversation

Hi! 'm locking for &
metalcore munic artist,

Do you ke alernative
music?

NOY

Do you bke seen live
muic?

NO!

Do you ke sowthern
reck music?

NOY
You mary lke music artist
| T Nvinet

NO! it's wroag'
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Modularized Architecture for Conversational Recommend

e Natural Language Understanding/Generation
e Dialogue State Managment
e Recommendation
e Explanation Knowledge
« N f— N
ueN
\% :> ( Recommendation |
() Dialogue State |~ | Engine )
Management - N
. e : :
Syst\ = | Explanation Engine J
Recaefospe < v € >
ang eNQas S
EXp/ana‘;ggn, Conversational Recommendation System
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Recommendation

Key Differences from Traditional Recommendation Models
o How to make use of the information encoded in the dialog?
o How to model the user preference dynamically during the dialog?
Make use of the information encoded in the dialog
o Extract structured information from dialog (e.g., user preference on aspects)
o Encode dialog into continous embeddings (e.g., word/sentence embeddings)
Model the user preference dynamically during the dialog
o Update user profile based on the structured information from dialog
o Update user embedding based user profiles and/or continous dialog embeddings
Many recommendation models can be used based on above information

o Content-based, Collaborative Filtering, Matrix Factorization, Neural Networks, Knowledge
Graph Reasoning, Graph Neural Networks, etc.

66




Modularized Architecture for Conversational Recommeridation

Natural Language Understanding/Generation
Dialogue State Managment

Recommendation
Explanation Knowledge

Tt ¢

oo a ) @ >
‘ \% = [ Recommendation |
/

Dialogue State — L Engine

. Management - ~
S \ : Explanation Engine
Vstep, NLG (==

. /
gscom’h;isponse - o - o
q Qapi ) )
E"D/an liop, Conversational Recommendation System

al‘/()n

Explanations are especially important in conversational recommendation settings, because users can better lead the conversation if they know why
certain items are recommended, e.g., by reconsidering what question to ask the system according to the explanations provided by the system. 67




Explainable Conversational Recommendation (ECR)*

e Belongs to Paradigm 2 (SAUE)

Motivation

o Provide explanations to help users understand the recommendation and dialog
o Collect user feedback from explanations to understand user needs

e NLU

Model: I recommend Pulp Fiction. This is a dark comedy with a great cast

o ntext-awar n tem in User: I don't want to watch a cqmedy right now. ,
Context-aware co cepte bedd g Model: How about Ice Age? It is a very good anime with a lot of action adventure
® N LG User: I don’t like anime, but action movie sounds good.
Model: I recommend Mission Impossible. This is by far the best of the action series
o Temp| ate-based and GRU User: Sounds great. Thanks for the recommendation!
. Predefined Template Recommended Item Generated Explanation
e Explanation

o Constrained explanation generation via bidirectional GRU
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Explainable Conversational Recommendation“(CR)ﬁ

Incremental multi-task learning framework

()
Incremental Cross Knowledge Modeling Incremental Multi-Task Prediction
f Concept L | )
y C“:.“f‘ Emgoddngs Importance g‘“"-‘“’ Constrained Explanation
wle o Cn, oncepts P
u.‘I:' ComtextAware  Cv1. —. Cun, | Co0enuve :""":"‘ a  (my) Emw Vur
: caw DR Cy » ..(T" \
Ibemn Embedding ﬁ Modeling 1 —a. Mus-View (.(’1). wi€p T 1 Mult-View Recommendasion
vl Globel: £; Concept
4 Selecton m Recommendation
JW_'CP"’Wm °‘| T Giobal £/ scoce
ser-Loncapt o8t 4. ‘ Local Estimation of Tuw
F";"d’ Ey. e bne User-lem Interest
Pre-trained with ofline data {1, updated with F Leamed after feedback F is provided Local \Y:': g::' ,::?;:‘:;g;
e Limitation
o System always recommend items at each round
o Strong assumption on user feedbacks (users must explicitly provide positive/negative feedback)
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OpenDialKG

Belongs to Paradigm 2 (SAUE)

Motivation

o Associate the dialogue utterances with KG
o Transparent state tracking via explainable path

e NLU
o Hierarchical Bi-LSTM
e Explanation
o KG Path Walker, which prunes unattended

paths to effectively reduce the search space
o More transparent and explainable

(a) Dialog E] Can you recommend any classic books like
Catcher in the Rye?

@ Do you prefer books by the same author or same genre?

E] | am interested in reading classic
examples of American literature.

Literary realism is a common genre in
classic American literature.

E] Do you prefer First-person or Third-person narrative?

E] | mostly prefer third-person narrative.

Consider reading the Scarlet Letter: a novel by
Nathaniel Hawthorne.

(b) KG

Profession

American A
Literature i
1
| Lstperson) e
| The Scarlet Letter | |Literacy Realism| New York City
™ Van Film
‘1‘““_cmag P ! Location
| N. Hawthorne | | 3rd-person | | Catch Me If You Can |

Moon, Seungwhan, et al. "Opendialkg: Explainable conversational reasoning with attention-based walks over knowledge graphs." ACL. 2019.
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Brief Summarization of CRS Models

e Four Major Modules e Three Paradigms
o Natural Language Understanding/Generation o SAUP, SAUE, SAUA
o Dialogue State Managment
o Recommendation
_ Knowledge
o Explanation
T &
oo 4 D £ N
\% :> ( Recommendation
() Dialogue State |~ | Engine )
Management - 2
&= : :
Explanation Engine
O - | J
Recme o5 \ v & =
ang eNQas S
EXp/ana‘;ggn, Conversational Recommendation System
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Outline

e Introduction and Background
o Introduction to Conversational Recommendation
o A Brief History of Conversational Recommendation Research

Problem Formulation

Datasets and Evaluation

Conversational Recommendation Methods
Tool-kits and Real-world Systems

72




Tool-Kit and Real-world Systems

e Open source dialog systems + open source recommener systems

o https://github.com/evison/Conversational

o Dialog systems: CMU Olympus, Deeppavlov, Uber Plato, Cisco Mindmeld, Rasa, etc.
e Commercial conversational Al tool kits for developers

o Microsoft Bot framework, Google Dialogflow, Amazon Lex, IBM Watson etc.

o Apple iMessage for business, Facebook messenger bot, etc.
e Commercial all-in-one Conversational Al platforms

o https://rul.ai/request-a-free-account/ etc.
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https://github.com/evison/Conversational
https://rul.ai/request-a-free-account/

Example: All-in-One Conversational Platform -

Rulal Conversational Computing Platform

Channels
J ¢+

P

R

Mobide Apps

wrulal

Common Sense

Management Console
no/low code des gn

user, knowledge, integration, analytics

& life cycle management
Templates
Commerce

Insurance Financial

Conversational Al Engine: Dialog Manager

~Natural Language Understanding
Natural Language Ceneration

Pre-trained models

Knowledge Pre-built Intents

Actic

tion
Engine

Meta Strategies

Enterprise
knowledge

. M
ot )

Contact Centers

il

ci5¢o zondesk

AVAYA GENESYS
MNICE ~ Contact

Enterprise systems

a 217 ORACLE

IB }v{ " Mcrosoh

Recommender
System

74




Example: Drag & Drop Conversational Design

&= y ‘
. . . W T w . SubFlow
o s —

5
. .
a
y
»
&
-
Q A
e i
o
#]
—" —
(V)

T B e
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Conclusion & QA

Introduction and Background

Problem Formalization

Datasets and Evaluation

Conversational Recommendation Methods
Tool-kits and Real-world Systems
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