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Understanding user preference is of key importance for an effective recommender system. For comprehen-

sive user profiling, many efforts have been devoted to extract user feature-level preference from the review

information. Despite effectiveness, existing methods mostly assume linear relationships among the users,

items, and features, and the collaborative information is usually utilized in an implicit and insufficient man-

ner, which limits the recommender capacity in modeling users’ diverse preferences. For bridging this gap, in

this article, we propose to formulate user feature-level preferences by a neural signed hypergraph and care-

fully design the information propagation paths for diffusing collaborative filtering signals in a more effective

manner. By taking the advantages of the neural model’s powerful expressiveness, the complex relationship

patterns among users, items, and features are sufficiently discovered and well utilized. By infusing graph

structure information into the embedding process, the collaborative information is harnessed in a more ex-

plicit and effective way. We conduct comprehensive experiments on real-world datasets to demonstrate the

superiorities of our model.
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1 INTRODUCTION

Recommender system, as an effective information filtering method, has been deployed in many
real-world applications, ranging from e-commerce [28], video sharing websites [14], to social net-
works [40] and online news platforms [50]. The core of a successful recommender system lies in
the accurate understanding of individual user preferences. For comprehensive user modeling, re-
cent years have witnessed an emerging trend on enhancing recommender algorithms with user
review information. Comparing with traditional rating or interaction data, user reviews are much
more informative [23], pooling an extensive wealth of knowledge about user opinions and senti-
ments, which builds a basis formore comprehensive user perception and accurate recommendation
[15, 25, 51].

In the field of review-based recommender systems, there are generally two classes of methods.
On one hand, many models process the review information on the document level. Each user
review is transformed into a semantic vector to improve the user/item representations based on
shallow [25, 29] or deep [5, 51] models. Despite being straightforward, these algorithms inevitably
involve lots of irrelevant review contents (e.g., “Bought it for my girlfriends birthday” in Figure 1)
in the modeling process, which may bias the recommendation performance. On the other hand,
for more clear and accurate modeling, recent methods (a.k.a. feature-aware recommendation) pre-
process the review information by extracting user feature-level preference. The raw user reviews
are formatted into “(user, item, feature, sentiment)” quadruples. As exampled in Figure 1, the review
of “...The image quality of this iPhone is superb. The battery life is great...” will be converted to
“(Elkin Gonzalez V., iPhone X, image quality, positive)” and “(Elkin Gonzalez V., iPhone X, battery
life, positive),” respectively.With such structured review information, models in this line represent
each user, item, or feature as a low-rank latent vector, and capture their correlations based on
coupled matrix [15, 48] or tensor factorization [33]. The finally learned user-feature correlations
are expected to profile users in a more comprehensive and finer-grained manner.
While feature-aware recommendation has achieved many promising results, there are still some

inherent limitations: (1) on the embedding process, mostmethods base their embedding schemes
solely on the ID information while ignoring the entity1 interaction signals, which may yield in-
sufficient collaborative modeling and suboptimal recommendation performance [35]. (2) On the

predictive function, previous models mostly assume linear relationships between different enti-
ties, and the employed linear predictive functions can be less effective in capturing users’ diverse
preferences in real-world scenarios. To bridge these gaps in a unified framework, we propose to re-
visit the task of feature-aware recommendation with a signed hypergraph convolutional network
(see Figure 2(a)). In general, we regard each user, item, or feature as a node, and the hyper-edges
formulate the “user-item-feature” interactions. Unlike previous methods, where the collaborative
information is implicitly inferred from the sparse supervision signals, our model explicitly encodes
the graph structure information into the embedding process for sufficient collaborative modeling.
More specifically, we borrow the idea of graph convolutional network (GCN) [18] for node repre-
sentation. Each node embedding not only encodes its own information, but also will be enhanced
by its local neighborhoods, which has been demonstrated to be a powerful representation learning
strategy [18]. For taming the complex entity relationships, we predict the signs of the hyper-edges
based on a neural architecture, which allows us to lower the risk of model misspecification (i.e.,
imposing incorrect constraints on user-item-feature interactions).
Challenges: While this seems to be a promising direction to improve feature-aware recom-

mendation, it is non-trivial due to the following challenges: (1) how to handle differently signed

1We use “entity” as an umbrella term for a user, an item, or a feature.
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Fig. 1. Example of extracting user feature-level preference from the review information.

Fig. 2. (a) A toy example of formulating feature-aware recommendation with a signed hypergraph network.
Each node represents a user, an item, or a feature, the hyper-edge with “+1” means the user positively com-
ments on the item feature, while “−1” represents a negative sentiment. (b) Signed hyper-edge corruption.
(c) The user-item-feature graph corresponding to (a), nodes with solid circle form the item-feature subgraph,
and dotted circles make up the user-item subgraph. (d) The tree structure rooted from u1 on (c). Path X indi-
cates consistent semantic between u3 and u1. Path Y suggests contrary characters between u2 and u1. Path
Z is not allowed for information propagation.

hyper-edges in a hypergraph? It is intuitive that a user may express different sentiments towards
an item feature, so in our problem, hyper-edges can be associated with both positive or negative
weights. Although unsigned hypergraph has been studied a lot before [1, 13, 43], few work inves-
tigates the signed one for building recommender models, which need us to carefully design the
corresponding principles. (2) How to conduct neighbor aggregation on a signed hypergraph? While
neighbor aggregation is a standard component in traditional GCN [18], it is still unclear on how
to configure such an operation in a signed hypergraph. The availability of negative hyper-edges
may challenge the fundamental homophily assumption (i.e., connected entities are more similar
than those without links) in unsigned graphs.
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Solutions: For solving these challenges, we extend each signed hyperedge into ordinary ones
according to the characters of feature-aware recommendation. And then, we utilize a dual-
embedding mechanism to seamlessly handle differently signed edges and design tailored infor-
mation propagation paths to capture the collaborative filtering (CF) nature in a more effective
manner.
Contributions: In summary, in this article, we propose to improve feature-aware recommen-

dation by a novel SignedHypergraphConvolutionalNetwork (called SHCN for short). Our model
enriches the principles of graph neural network by filling gaps in the convolutional operation for
signed hyper-edges. For adapting review-based recommendation, we design a customized neigh-
bor aggregation strategy for effective user preference delivering. Extensive experiments on real-
world datasets are conducted to verify the effectiveness of our model.

2 PRELIMINARIES

In this section, we describe some basic knowledge of our work.

2.1 Graph Neural Network

In recent years, graph neural network (GNN) has attracted increasing attention from both aca-
demic and industry communities. The powerful capabilities in modeling irregular data structures
make it shine in many areas, such as knowledge graph [38] and social network [18, 32]. In general,
models in this field mostly work on a graph G = (V ,E), whereV is the node set, and E ⊆ V ×V de-
notes the edge set. Mathematically, G is often represented by an adjacency matrixA(∈ R |V |× |V | ),
whereAi j = 1 means there is an edge from node i to node j and 0 otherwise. A major limitation of
traditional GNNs is that each edge can only connect two nodes. However, in real-world scenarios,
the object relations are usually more complex than pairwise [43]. Thus, a nature extension of the
traditional graph is the hypergraph [13], where each edge can link more than two nodes (called
hyper-edge). A hypergraph G = (V ,E) is usually represented by an incidence matrixH (∈ RV ×E ),
where Hiϵ = 1 means vi ∈ V is connected by hyper-edge ϵ ∈ E, and for each column of H , there
can be more than two “1”s.
Graph convolutional network (GCN). Graph convolutional network is a successful gener-

alization of Euclidean-based convolutional neural network (CNN). It enhances a node embedding
by weighted averaging itself and its neighbors’ representations [18]. More specifically, for a node
i ∈ V on G, the graph convolutional operation is formally defined as:

yi = σ ��
�
ΘT

∑
j ∈Ni∪{i }

x j√
|Ni | |Nj |

��
�
, (1)

where x ∈ RKx and y ∈ RKy are used to distinguish the original and enhanced embeddings.Ni is
the set of one-hop neighbors of node i on G. j indexes the nodes involved in the convolution oper-
ation. 1√

|Ni | |Nj |
lowers the effect of the dominate node. Θ ∈ RKx×Ky is the weighting parameters,

and σ is an active function.

3 PROBLEM DEFINITION

Suppose we have a user setU and an item set I. The interaction set between the users and items
is defined as: T = {(u, i ) |u ∈ U , i ∈ I, user u interacted with item i}.2 The review information is
processed according to the above section, and the set of all extracted features is defined as F .
We format user reviewing behaviors as a quad set:W = {(ul , il , fl , sl )}wl=1, where each element

2“interacted” in our problem means the user purchased the item and also reviewed on it.
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(ul , il , fl , sl ) means: user ul (∈ U ) mentioned feature fl (∈ F ) in her review on item il (∈ I), and
the sentiment is sl (∈ {−1,+1}). Formally, given the dataset of {U ,I,F ,T ,W}, our task is to
learn a predictive function д, such that for each user, it can accurately rank all the items according
to her preference.
Comparing with traditional recommendation task, which focuses on users’ overall preference,

feature-aware recommendation additionally involves user sentiments towards item-specific fea-
tures. The collaborative nature is no longer purely revealed by the item similarities, but also can
be reflected from user feature-level preferences. Feature-aware recommendation looks alike tag
recommendation, since they both model triplet entity interactions. However, they differ funda-
mentally in nature: Tags are mainly used to categorize and manage different items [15], while
features describe item specific attributes, and we can access users’ explicit sentiments towards
these attributes in feature-aware recommendation.
For solving the problem of feature-aware recommendation, we can regard each user, item, or fea-

ture as a node, and a hyper-edge exactly links three nodes corresponding to a “user-item-feature”
interaction. The hypergraph formulation opens the door of leveraging graph convolutional oper-
ation to enhance the performance of feature-aware recommendation. However, the hyper-edges
in our problem can be both positive and negative, which invalidates the key assumption of tradi-
tional unsigned aggregation mechanism. In essence, nodes in an unsigned graph are aggregated
by assuming “connected entities are more similar than those without links.” However, in a signed
hypergraph, connections with different signs represent totally different semantics, which requires
tailored aggregation strategies.

4 THE SHCN MODEL

In this section, we detail our framework from three aspects. On the embedding process, we de-
vise a convolution layer for signed hypergraph to encode structure information into the node
representations. On the predictive function, we learn a neural model to estimate the labels of the
hyper-edges, which relaxes traditional linear assumption on the entity relations. At last, we com-
bine these components and introduce the final optimization function.

4.1 Convolution on Signed Hypergraph

As mentioned before, existing graph convolutional networks mostly concentrate on unsigned
graphs [1, 18, 43]. Few research focuses on a signed hypergraph, let alone its application on the
recommender system.We explore to bridge these gaps in this section and customize our design for
the problem of feature-aware recommendation. In specific, for convolving on a signed hypergraph,
we first expand each signed hyper-edge into ordinary ones (i.e., signed hyper-edge corruption)
and then design a delicate mechanism to pass collaborative information along the derived edges
(i.e., constrained convolution on signed edges).

4.1.1 Signed Hyper-edge Corruption. In the problem of feature-aware recommendation, if a
user positively comments on a feature of an item, we can intuitively infer that: (1) the user may be
interested in the item and (2) the item may exhibit high quality on the feature. Thus, for a positive
user-item-feature interaction (i.e., a hyper-edge with sign “+1”), we corrupt it into two positive
ordinary edges, which connect the user-item and the item-feature, respectively. For example, in
Figure 2(b), hyper-edge “u4-i4-f2” is expanded as “u4-i4” and “i4-f2”with positive signs. Similarly,
for a “-1” signed hyper-edge, we corrupt it as two negative edges, which is exampled in Figure 2(b)
by converting “u1-i1-f1” into “u1-i1” and “i1-f1.” Basically, we transform a three-order hyper-
edge into two semantic-clear pair-wise interactions. We did not make a direct connection between
the user and the feature because: (1) Their relation is not easy to be implied from the hyper-edge
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sentiment. Negative label does not necessarily mean the user dislikes the feature; it may also mean
the user actually cares about this feature, but the item does not perform well on it. (2) Previous
studies [15, 31] manifest that the direct modeling between the user and feature is not significant
for the performance improvement in feature-aware recommendation, which is also verified by our
experiments in Section 7.3.4.
Careful readers may have found that different hyperedges may produce the same ordinary

edge in the corruption process. For example, corrupting “u1-i1-f1,” “u1-i1-f2,” and “u1-i1-f3”
in Figure 2(a) will all result in a connection between u1 and i1, and different hyperedges support
different signs on “u1-i1.” In specific, “u1-i1-f1” and “u1-i1-f3” imply positive signs on “u1-i1,”
while “u1-i1-f2” suggests a negative correlation. In such a scenario, we determine the final edge
sign by a “voting” mechanism; that is, if there are more positive supports, the edge is assigned as
“+1,” and more negative supports leadto a “−1” labeling. For the special case that there are exactly
the same positive and negative supports, it is hard to determine the relationship between the cor-
responding nodes, and we cut down this edge to avoid any biased judgment that may limit the
effectiveness of the following convolutional operation. It should be noted that there can be more
advanced methods for resolving collisions, and we left them for future explorations.

4.1.2 Constrained Convolution on Signed Edges. Convolutional operation has been demon-
strated to be useful in promoting the recommendation performance, since it can leverage the
crucial collaborative information in a more explicit and effective manner [45]. However, tradi-
tional graph convolutional network is not applicable for feature-aware recommendation because:
(1) Heterogeneity. There are three types of nodes with distinct semantics in our problem, and
not all paths are reasonable for propagating the crucial collaborative signals. As exampled in
Figure 2(c), information can be safely aggregated along path A with the collaborative intuition
that “two users who positively comment on the same item are similar.” While in path C, although
we know “the user likes the item” and “the item performs well on the feature,” it is less intuitive to
push the feature to the user, since the relations on the path are semantically incompatible, which
makes it hard to reveal the collaborative nature. (2) Signed connection. Instead of only unsigned
edges, the connections in our problem can be both positive and negative. Since the properties
vastly differ between differently signed edges [11], a delicate information propagation mechanism
is needed for more effective and accurate neighbor aggregation. For filling these gaps, we devise
a constrained graph convolution layer for signed edges. We begin by formally defining some key
concepts used in our model and then illustrate the principles.

Definition 1 (User-Item-Feature Graph). For a graph G = (V ,E), ifV = U ∪ I ∪ F , and E ⊆ V ×
V defines the set of corrupted edges from some user-item-feature interactions (see Section 4.1.1),
then we call G as a user-item-feature graph. Example: Figure 2(c) is an example of user-item-
feature graph. We can see there is no edge between the users and features, while an item can be
connected with both of them.

Definition 2 (User-Item Subgraph, Item-Feature Subgraph). Let G = (V ,E) be a user-item-feature
graph. The user-item subgraph GU I is composed of all the user nodes, item nodes, and their con-
nections. The item-feature subgraph GI F includes all the item nodes, feature nodes, and the edges
between them. Example: In Figure 2(c), nodes with solid circles form the item-feature subgraph,
and dotted circles label the user-item subgraph.

Definition 3 (User-Item Path, Item-Feature Path). Let G = (V ,E) be a user-item-feature graph, for
a path v1 → e1 → v2 → e2 → v3 → · · · → en−1 → vn on G, if vi ∈ U ∪ I, ∀ i ∈ [1,n], we call this
path a user-item path, ifvi ∈ I ∪ F , ∀ i ∈ [1,n], we call this path an item-feature path. Example:

In Figure 2(c), A is a user-item path, and B is an item-feature path. Apparently, each path in the
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user-item subgraph is a user-item path, and all the user-item paths are contained in the user-
item subgraph. The same relations also apply between the item-feature paths and the item-feature
subgraph.

Customized information propagation paths. For reasonable CF modeling, once we got a
user-item-feature graphG from Section 4.1.1, we conduct convolution operation on subgraphsGU I

and GI F separately. This constrains the information propagation to the user-item paths and the
item-feature paths, which can more intuitively reveal the collaborative nature, such as “users with
similar interacted items may be similar” and “items with similar features may be alike.” Formally,
the user and feature embeddings on the lth convolutional layer can be derived by aggregating
embeddings on the (l − 1)th layer as:

s (l )i = σ
���
�
W (l )

xi

⎡⎢⎢⎢⎢⎢⎢⎣

∑
j ∈NY

i

s (l−1)j√
|NY

i | |NY
j |
+ s (l−1)i

⎤⎥⎥⎥⎥⎥⎥⎦

���
�
, (2)

where i is a node ID, with xi ∈ {U ,F } indicating i’s node type (a user node or a feature node).W (l )
xi

is the weighting parameter. Y = { G
U I if xi = U
GI F if xi = F

, and NY
i is the 1-hop neighbor set of node i on

subgraph Y. By recursively applying this formula onGU I andGI F , the user and feature embeddings
are enhanced by assembling their neighbors from multi-hop connections.
For an item, since it can be related with both users and features, we update its embedding from

both user-item and item-feature subgraphs, that is:

s (l )i = σ�
�
W (l )
U

⎡⎢⎢⎢⎢⎢⎢⎣

∑

j ∈NG
U I

i

s (l−1)j√
|N GU I

i | |N GU I

j |
+ s (l−1)i

⎤⎥⎥⎥⎥⎥⎥⎦︸������������������������������������������������︷︷������������������������������������������������︸
user-item subgraph

A(l )

+W (l )
F

⎡⎢⎢⎢⎢⎢⎢⎣

∑

j ∈NG
I F

i

s (l−1)j√
|N GI Fi | |N GI Fj |

+ s (l−1)i

⎤⎥⎥⎥⎥⎥⎥⎦︸�����������������������������������������������︷︷�����������������������������������������������︸
item-feature subgraph

B (l )�
�
,

(3)

where the first under-braced part represents the information propagated from the user-item sub-

graph, while the second one comes from the item-feature subgraph. A(l ) and B (l ) are adapting
parameters projecting these two parts into the same space.

Dual-embeddingmechanism. Above, we customize the convolutional paths with constraints
inspired from the basic assumption of collaborative filtering. Another challenge in our problem
stems from the signed edges. In traditional unsigned graph, connected nodes are presumed to be
more similar than those without links, and the signals delivering across different paths are con-
sistent and homologous. While when edges can be both positive and negative, the propagated
information becomes more complex, which may reflect extremely different semantics. As exam-
pled in Figure 2(d), path X implies a higher similarity between user u3 and u1, since they both
positively interact with the same item. While according to path Y, neighbor u2 may stand on the
opposite side of user u1, reflecting her reverse preference, which is evidenced in their different
attitudes towards item i2. As a result, nodes u3 and u2 reveal user u1’s properties from different
perspectives, which should be tackled separately.
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Fig. 3. Principle of our dual-embedding mechanism for propagating collaborative information on signed
edges.

To handle such signed graph, we can straightforwardly convert it into an unsigned one by either
dropping the negative edges or treating them the same as positive links. However, each of these
methods has significant weaknesses. On one hand, negative connections contain parts of the graph
structure information, and ignoring them may lead to insufficient message passing and limit the
neighbor aggregation effectiveness. On the other hand, the positive and negative links have totally
different meanings and functions; it is unreasonable to trivially equalize them for propagating the
crucial collaborative information.
To overcome these shortcomings, we adopt a dual-embedding mechanism for coherently han-

dling signed edges. As mentioned before, different signed paths may result in various relation-
ships between the end nodes. Traditional unified embedding scheme is less effective in such a
scenario, since it is hard to distinguish semantically different information in a single latent vector,
and there is no tailored aggregation strategy for different path semantics. In our model, rather
than keeping a single representation for each node, we maintain two sub-embeddings for taming
different path semantics in a more explicit and finer-grained manner. The principle of our dual-
embedding scheme is illustrated in Figure 3. Each node is represented by a pair of consistent and
contrary sub-embeddings. The consistent sub-embedding aims to encode information that is sim-
ilar to the node, while the contrary one is used to capture the reverse properties. A target node
can be connected with its neighbor by a positive or negative edge. With the collaborative filtering
assumption, the positive edge keeps the semantic of the information passing through it, while the
negative edge reverses the relation between the end nodes. As a result, the target node’s consis-
tent sub-embedding is achieved by passing the neighbor’s consistent sub-embedding through a
positive edge (A) or contrary sub-embedding from a negative edge (C). Similarly, the neighbor’s
consistent sub-embedding with a negative edge (B) or contrary sub-embedding with a positive
edge (D) contributes the target node’s contrary sub-embedding.

Formally, the sub-embeddings for a user or a feature at the first convolutional layer (i.e., l = 1)
are computed by revising Equation (2) as:

sP (1)i = σ
���
�
W P (1)

xi

⎡⎢⎢⎢⎢⎢⎢⎣

∑
j ∈NY+

i

s0j√
|NY+

i | |NY+
j |
+ s0i

⎤⎥⎥⎥⎥⎥⎥⎦

���
�

sN (1)
i = σ

���
�
W N (1)

xi

⎡⎢⎢⎢⎢⎢⎢⎣

∑
j ∈NY−

i

s0j√
|NY−

i | |NY−
j |
+ s0i

⎤⎥⎥⎥⎥⎥⎥⎦

���
�

, (4)
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where s0j ∈ Rd0 is the initial node embedding. i and xi indicate the node ID and type as defined

above.W P (1)
xi ∈ Rd1×d0 andW N (1)

xi ∈ Rd1×d0 are weighting parameters. Y discriminates different

subgraphs as mentioned in Equation (2).NY+
i andNY−

i are the sets of positive and negative neigh-

bors of node i in subgraph Y , respectively. In this equation, sP (1)i aggregates information that is

similar to i , while sN (1)
i encodes i’s opposite properties. We can compute the first layer item em-

beddings by modifying Equation (3) in a similar manner.
For multiple convolutional layers, the high-level representations are determined by the lower

ones in a dynamic programming manner. Specifically, the sub-embeddings of a user or feature
node at the lth convolutional layer (l > 1) are computed by:

sP (l )i = σ�
�
W P (l )

xi

⎡⎢⎢⎢⎢⎣

∑
j ∈NY+

i

sP (l−1)j√
|NY+

i | |NY+
j |︸����������������������︷︷����������������������︸

A

+
∑

j ∈NY−
i

sN (l−1)
j√

|NY−
i | |NY−

j |︸����������������������︷︷����������������������︸
B

+sP (l−1)i

⎤⎥⎥⎥⎥⎦
�
�

sN (l )
i = σ�

�
W N (l )

xi

⎡⎢⎢⎢⎢⎣

∑
j ∈NY+

i

sN (l−1)
j√

|NY+
i | |NY+

j |︸����������������������︷︷����������������������︸
C

+
∑

j ∈NY−
i

sP (l−1)j√
|NY−

i | |NY−
j |︸����������������������︷︷����������������������︸

D

+sN (l−1)
i

⎤⎥⎥⎥⎥⎦
�
�

, (5)

where W P (l )
xi ∈ Rdl×dl−1 and W N (l )

xi ∈ Rdl×dl−1 are weighting parameters. The consistent sub-

embedding sP (l )i aggregates information based on A: the consistent sub-embeddings of i’s 1-hop

positive neighbors (i.e., j ∈ NY+
i ), and B: the contrary sub-embeddings of i’s 1-hop negative

neighbors (i.e., j ∈ NY−
i ). While the contrary sub-embedding sN (l )

i is composed of C: the contrary
sub-embeddings of i’s 1-hop positive neighbors, and D: the consistent sub-embeddings of i’s

1-hop negative neighbors. The final embedding of node i at the lth layer concatenates sP (l )i

and sN (l )
i (i.e., [sP (l )i , sN (l )

i ]) together. Essentially, we use two aggregators to model different
path semantics brought by the signed edges, and the collaborative information is propagated
by recursively updating the consistent and contrary sub-embeddings in a finer-grained manner.
The computational rules for the lth layer item sub-embeddings can be derived by extending
Equation (3) in a similar way.

4.2 Prediction and Optimization

4.2.1 Neural Hyper-link Prediction. User preference usually exhibits complex and diverse prop-
erties in real-world scenarios. Unlike previous methods [15, 33, 48], which assume linear relation-
ship between the user, item, and feature, we do not impose any constraint on the entity interac-
tions. In our method, a deep architecture is leveraged to capture more flexible correlations in the
dataset, and the neural modeling is expected to lower the risk of model misspecification. Formally,
suppose the convolutional enhanced embeddings for useru, item i, and feature f are su , si , and sf ,
respectively, we predict the label of a hyper-edge by: ŷuif = ϕK (ϕK−1 (...ϕ1 ([su ; si ; sf ]))), where
[·; ·; ·] concatenates the input vectors and {ϕ1,ϕ2, . . . ,ϕK } are non-linear layers with sigmoid as
the active function.

4.2.2 Optimization. We use binary cross-entropy to optimize model parameters, which has
been intensively adopted in the recommender system [9, 16]. Basically, it aims to maximize the
prediction of positive hyper-edges and simultaneously minimize the negative ones. The objective
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function is:

L1 =
∑

(u,i,f )∈O

(
yuif lnσ (ŷuif ) + (1 − yuif ) lnσ (1 − ŷuif )

)

=
∑

(u,i )∈T

��
�

∑
f ∈T +ui

lnσ (ŷuif ) +
∑
f ∈T −ui

lnσ (1 − ŷuif )��
�
,

(6)

where O is the user-item-feature interaction set. yuif is the ground truth, which is 1 for positive
interactions (i.e., useru mentioned feature f with positive sentiment in her review on item i), and 0
for others.3 T is the observed user-item interaction set. T +ui and T −ui are the feature sets mentioned
in user u’s review on item i with positive and negative sentiments, respectively.

Recommender system essentially aims to compute the matching degree between a user and an
item, thus, we explicitly incorporate the direct user-item interaction loss into the final objective.
Specifically, the overall user/item representation is composed of two parts: Review-related em-

bedding: We leverage the above su and si to represent the user/item properties reflected in the
review information. Review-irrelevant embedding: User preferences and item properties can
be diverse and complex, and it is intuitive that many characters are not involved in the review in-
formation. Thus, we incorporate an auxiliary embedding4 to capture such information, which can
make the model more comprehensive and robust. The overall user/item representation concate-
nates the above two parts, i.e., s∗x = [sx ; sauxx ] ∈ RD (x = u, i ). At last, the matching score between
user u and item i is computed as: t̂ui = s∗u · s∗i , and the implicit interactions are modeled by maxi-
mizing:

L2 =
∑

(u,i, j )∈P
lnσ (t̂ui − t̂uj ), (7)

where P = {(u, i, j ) |(u, i ) ∈ T , (u, j ) � T } is the set of pair-wise training data, and j is randomly
sampled from u’s un-interacted items.

By combining the above components, the final objective function is:

L = (1 − α )L1 + αL2 − λLreg, (8)

where α balances the weights between different optimization parts. Lreg =
∑

θ ∈Θ ‖θ ‖22 is the reg-
ularization term with Θ as the parameter set. In this optimization target, L1 models the user-
item-feature triplet as whole, and the nodes’ compatibility is predicted without separating the
hyper-edge pair-wisely. L2 considers the direct user-item interactions. L1 and L2 share the same
parameters of su and si , which makes our model basically a multi-task learning framework.

5 FURTHER ANALYSIS

For better understanding our designed model, we present some analysis in the following:
Comparison with previous methods. Unlike existing feature-aware recommender mod-

els [15, 33, 48], where the user, item, and feature embeddings are produced directly from the ID
information, we leverage graph convolutional operation to enhance the embedding process. The
specifically designed aggregation paths can help to more sufficiently capture the collaborative
filtering signals. In addition, instead of imposing unpractical linear assumption on the entity rela-
tions, we use a neural network to more flexibly learn the correlations from the data, which greatly
improves the user profiling accuracy as well as the recommendation results.

3Note that the ground truth of a hyper-link with sign “−1” is regarded as 0.
4In the optimization process, the auxiliary embedding is randomly initialized and learned based on stochastic gradient

descent.
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Time complexity analysis. Here, we present a complexity analysis on our model’s compu-
tational cost in the testing phase. As mentioned above, our model is composed of the embed-
ding and prediction components. In the embedding process, suppose the largest node degree
in our graph is M , then the complexity of aggregating neighbors on the lth layer mainly de-
pends on the matrix multiplications in Equations (4) and (5), which costs O (N ∗M ∗ dl ∗ dl−1),
where N is the number of the nodes. By convolving L layers, the total complexity of the embed-
ding process takes O (∑L

l=1 N ∗M ∗ dl ∗ dl−1). For the prediction part, let the kth user-item-feature

prediction layer ϕk project Rtk−1 to Rtk , then the total complexity for the triplet predictions is
O ( |W| ∗∑K

l=1 tk ∗ tk−1), where |W| is the number of user-item-feature interactions. Since the
user-item prediction layer (i.e., Equation (7)) only depends on linear operations, the complexity is
simply O ( |T | ∗ D) with |T | as the user-item interaction number. As a result, the total complexity
of our model is O (∑L

l=1 N ∗M ∗ dl ∗ dl−1 + |W| ∗
∑K
l=1 tk ∗ tk−1 + |T | ∗ D).

6 RELATEDWORK

Our study is a combination between review-based recommender system and GCN. We review the
relevant research areas in the following.

6.1 Review-based Recommendation

Leveraging side information to enhance the recommendation performance [7, 20, 34, 46, 47] and
explainability [21, 42, 44] has attracted increasing attention in the recent years. The user reviews,
as an important side information, have been widely studied. Early models [25, 29] mostly based
the review modeling on topic models [3], and the studies mainly concentrated on how to connect
the topic distributions with the user/item representations. With the ever prospering of the repre-
sentation learning technology, people have made several explorations [27, 30, 51] on processing
user reviews based on deep architectures. Comparing with topic models, deep learning methods
can more effectively represent the semantics of the user reviews [51]. For example, Reference [39]
leveraged attention mechanism to extract important features from the review information and
enhance the user, item representation by these features. Reference [22] designed two networks to
transfer the knowledge between user/item embeddings and the review information. Reference [19]
formulated review-based recommendation with capsule network and the recommendation results
can be explainable. Reference [6] profiled the users or the items by aggregating all the review in-
formation, where the model can not only predict the results but also can generate the most useful
reviews for the target users. Reference [10] extended Reference [6] by modeling users’ dynamic
preferences.
These methods mostly process the review information on the document-level. However, user

reviews are usually quite noisy, so indiscriminately integrating all the contents may be inappropri-
ate. In another research line, people leverage the review information by extracting user feature-
level preference, which utilizes user reviews in a more clear manner. In specific, Reference [15]
designed a TriRank method for modeling user-item-feature ternary relationships. Reference [48]
leveraged a co-matrix factorization model to capture pair-wise relations among the users, items,
and features. Reference [8] further extended Reference [48] by optimizing a feature-aware ranking
loss. Reference [33] utilized tensor factorization method to incorporate features into the user-item
interaction modeling. Different from these algorithms, our model formulates review-based rec-
ommendation with a hypergraph network, which enables us to enhance the embedding process
by the convolutional operation. In addition, our model no longer depends the relation modeling
on the linear assumption, and we leverage neural network to capture more complex interaction
patterns.
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6.2 Recommendation Based on Graph Neural Network

GNN has been successfully applied in many applications, such as social network [11, 12] and neu-
ral language processing [4]. To explore the effectiveness of GNN for recommender system, people
have built many promising models [2, 12, 35, 40, 41, 52]. References [2, 35] equipped user-item
bipartite graph with convolutional operation. To deploy graph neural network upon industry en-
vironment, Reference [45] designed an efficient graph network to propagate information along the
item-item relations. Different from other methods, where the edge sign information is ignored in
the modeling process, Reference [32] proposed a model to estimate signed links in heterogeneous
network. In this article, we apply GNN to the problem of feature-aware recommendation, and the
main focus of our model is on the signed ternary relations.

6.3 Hypergraph Neural Network

Hypergraph is a natural extension of traditional graph; it aims to model high-order correlations
among the data. Recent years have witnessed many efforts on building neural network on the
hypergraph structures. Reference [13] designs a convolutional operation on hyperedges to capture
the correlations during representation learning. Reference [43] degenerates the hyperedge into
many pairwise edges and treats the learning problem as a traditional graph optimization problem.
To capture different importances of the nodes, Reference [1] designs a hypergraph convolution
layer based on attention mechanism for aggregating. In our model, we apply hypergraph to the
field of feature-based recommender system, which is shown effective in capturing complex user-
item-feature interaction patterns.

7 EXPERIMENTS

In this section, we present our experiments, mainly focusing on three research questions:

• Q1: Can our model achieve better performance than the state-of-the-art methods?
• Q2: What are the effects of our designed convolutional operation?
• Q3: How do different parameters influence our model’s performance?

In the following, we begin by introducing the experimental setup and then answer these questions
by analyzing the experimental results.

7.1 Experimental Setup

7.1.1 Dataset. As mentioned above, we leverage two real-world datasets—Amazon5 and
Yelp6—for model evaluation. In specific, Amazon contains a large number of user review and
interaction records, and we select five categories, including Automotive, Instant Video, Baby, Dig-
ital Music, and Office for algorithm comparison. From the data statistics in Table 1, we can see the
selected datasets cover different characters, e.g., Automotive is a smaller and denser dataset, while
Baby is relatively larger, but much more sparse. Yelp is also a review-based dataset, but the review
contents are about restaurants instead of e-commerce products, which may exhibit different user
preference patterns. Since the original data are quite large, we filter it by remaining the users with
at least 20 item interactions.
Feature extraction. In our datasets, each piece of user review is transformed into many

“(U, I, F, S)” quadruplets, where U and I indicate the user and item related to the review, F rep-
resents some item feature (e.g., image quality and battery life in Figure 1), and S is the emotional
polarity from the user to the feature. Following previous studies [15, 33, 48], we extract the features

5http://jmcauley.ucsd.edu/data/amazon/.
6https://www.yelp.com/dataset/download.
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Table 1. Statistics of the Datasets Used in Our Experiments

Dataset #User #Item #Feature #Interaction Density
Automotive 1,863 1,340 54 3,520 0.141%
Video 4,099 1,449 142 10,891 0.183%
Office 4,784 2,390 463 34,619 0.302%
Digital 5,394 3,559 584 48,376 0.252%
Baby 19,067 7,008 567 91,184 0.068%
Yelp 10,044 19,091 596 478,146 0.249%

Table 2. Five Most Frequent Features in Each Dataset

Dataset Top Features (F)
Amazon-Auto car, quality, product, fit, price
Amazon-Video season, characters, series, acting, episode
Amazon-Office printer, quality, paper, product, colors
Amazon-Digital album, song, sound, track, music
Amazon-Baby baby, size, month, seat, product
Yelp food, service, staff, taste, chicken

(F) and their corresponding sentiments (S) based on an open-sourced toolkit called “Sentires”7 [49].
In general, this tool is a rule-based system. The features (F) for each product category are extracted
by analyzing the review grammar andmorphology, and the sentiment polarities (S) are determined
by an optimization framework. Since the feature and sentiment extraction is not the focus of this
article, we refer readers to References [15, 48] for more detailed illustration.

For an intuitive understanding of our data, we present the most frequently mentioned features
for each dataset in Table 2.We can see, whilemost of the extracted features aremeaningful, many of
them are just general words instead of item-specific attributes, such as, “food” for Yelp and “baby”
for Amazon-Baby. In addition, there are also many noisy features (e.g., “4 × 6” for Amazon-Office)
produced from this toolkit. Since these improper features may influence the downstream task (i.e.,
feature-aware recommendation), and it is not easy to filter them automatically, we remove them
in a crowdsourcing manner. In specific, three human annotators were asked to judge whether a
feature is proper for the corresponding dataset, and a feature is remained only when more than
two people make positive feedback.

7.1.2 Baselines. We select the following representative methods as our baselines:

• Most Popular (MP) [17]: This is a non-personalized method, and the recently most pop-
ular items are recommended to the users.

• BPR [26]: This is a well-known recommender method for modeling user implicit feedback;
we use matrix factorization as its predictive function.

• NCF [16]: This is a state-of-the-art deep recommender model, where the user and item
representations are fed into multiple non-linear layers to predict the final targets.

• NGCF [35]: This is a collaborative filtering method based on graph convolution network.
The collaborative information is propagated on the user-item bipartite graph.

• MCCF [37]: This is a recently proposed graph recommendation method based on attention
mechanism.

7http://yongfeng.me/code/.
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• HFT [25]: This is a well-known review-based recommendation method, where the review
contents are modeled by a topic model.

• EFM [48]: This is a well-known feature-aware recommender model, where the user, item,
and feature relations are captured by linear co-matrix factorization technique.

• LRPPM [8]: This is a feature-aware recommender model based on ranking objective func-
tions; the user, item, and feature correlations are predicted by tensor factorization.

• DeepCoNN [51]: This is a review-based recommender model, and it is the first algorithm
that leverages deep learning method to capture user review semantics.
These baselines cover different model characters. BPR, NCF, NGCF, and MCCF are ID-

based recommender methods with either shallow or deep architectures. EFM, LRPPM, HFT,
and DeepCoNN are review-enhanced models, where HFT, DeepCoNN processes the review
information on the document-level, while EFM and LRPPM are designed based on user
feature-level preferences. Here, we do not use MTER [33] as a baseline, since it aims to
study the effectiveness of user opinion information that is unavailable in our model as well
as the other baselines, such as EFM and LRPPM. Because HFT, MCCF, and DeepCoNN are
designed for rating prediction, we revise their objective functions into BPR ranking loss [26]
to model user-implicit feedback.

7.1.3 Evaluation and Implementation Details. In our experiments, each user’s latest 30% inter-
actions are used for model testing, while the remaining are left for training (60% interactions)
and validation (10% interactions). The widely used metrics, including Hit Ratio (HR), F1 and Nor-
malized Discounted Cumulative Gain (NDCG) are utilized for performance evaluation. Among
these metrics, HR and F1 aim to measure how the recommended items overlap with users’ ac-
tually purchased ones, while NDCG is a ranking-based measurement, and higher-ranked ac-
curate items contribute more to the final results. In our experiment, we recommend 10 items
for each user, and the metrics are separately computed for each user. The final result is re-
ported by averaging all the testing users. When implementing our model, the trainable param-
eters are initialized according to a normal distribution and updated by stochastic gradient de-
scent (SGD) in the later optimization process. The hyper parameters are tuned based on the val-
idation set in a grid search manner. More specifically, the embedding dimension d0 is tuned in
the range of [10, 30, 50, 70, 90, 150, 200, 250]. The learning rate and the batch size are determined
in [0.001, 0.005, 0.01, 0.05, 0.1] and [8, 16, 32, 64], respectively. We search the weighting param-
eter α from [0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 0.99, 1.0]. The auxiliary embedding size in
Equation (7) is tuned in [10, 30, 50, 70, 90], and the regularization coefficient λ is selected from
[0.00001, 0.0001, 0.001, 0.01].

7.2 Overall Comparison (Q1)

The results of comparing our model with the baselines can be seen in Table 3. We can see:
(i) While MP is a simple method, it sometimes performs well (e.g., on the datasets of Automotive
and Baby). This phenomenon is also observed in a recent study [17]. Among the other baselines,
NCF, NGCF, and MCCF achieve better performance than BPR in most cases. Basically, BPR cap-
tures user-item correlations based on the linear inner product. While NCF depends its prediction
on a more powerful neural network, and NGCF equips the embedding process with convolutional
operation to more sufficiently leverage CF signals [35]. As a result, both NCF and NGCF are ca-
pable of discovering more complex user behavior patterns and produce better recommendation
results. (ii) Among the review-enhanced models, EFM and LRPPM perform better than HFT. The
reasons can be that: HFT blindly leverages all the review information for user or item profiling.
Many irrelevant review contents are introduced into the learning process, which may overwhelm
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Table 3. Performance Comparison between the Baselines and Our Model

Dataset @10 MP BPR NCF NGCF MCCF HFT EFM LRPPM DeepCoNN SHCN

F1 3.282 3.030 3.331 3.734 3.813 3.121 3.261 3.311 4.233∗ 4.996

Automotive HR 18.05 16.67 18.13 22.83 23.09 17.01 18.06 19.06 24.61∗ 27.77

NDCG 9.773 7.403 8.112 11.91 12.23 7.015 7.115 8.335 12.78∗ 12.65

F1 5.538 6.593 6.881 6.985 7.021 6.632 6.863 6.661 7.304∗ 7.449

Video HR 30.65 35.88 37.11 37.50 38.11 36.34 37.90 35.66 39.11∗ 40.32

NDCG 15.72 16.45 18.91 19.16 19.76 17.44 18.13 17.16 19.63∗ 21.62

F1 1.267 4.165 4.671 4.802 4.791 4.442 4.745 4.667 4.899∗ 5.755

Office HR 7.059 20.34 24.13 25.88∗ 25.02 21.70 23.06 23.18 25.32 31.17

NDCG 3.871 10.03 10.98 11.02 10.96 10.91 10.34 10.08 11.21∗ 15.30

F1 1.404 7.220 8.123 9.580∗ 9.167 7.011 7.281 8.218 8.485 10.05

Digital Music HR 8.000 37.14 40.93 49.71∗ 48.04 37.42 39.71 40.97 41.14 52.57

NDCG 3.311 17.68 23.18 25.75∗ 24.99 18.39 18.72 21.01 23.32 27.08

F1 5.415 4.949 4.771 4.804 4.984 5.413 5.633 5.513 5.946∗ 6.683

Baby HR 29.62 28.27 25.17 26.24 27.32 28.24 30.74 29.04 32.33∗ 36.45

NDCG 13.22 11.95 11.09 12.83 13.03 13.10 14.33 13.11 17.33∗ 19.10

F1 4.655 11.98 14.21 15.02 14.91 13.16 14.16 14.26 16.11∗ 17.09

Yelp HR 26.61 66.42 69.01 71.72∗ 70.01 65.12 27.12 68.23 69.12 72.62

NDCG 7.454 26.00 28.91 30.33 29.10 27.12 28.88 29.98 31.22∗ 34.40

All the numbers are percentage value with “%” omitted. For each metric on different datasets, we use bolded fonts and ∗

to label the best performance and the best baseline performance, respectively.

useful information and limit the recommendation performance. In contrast, EFM and LRPPM only
remain user feature-level preferences, which profile users and items in a more clean and structured
manner. Interestingly, DeepCoNN obtains better performance than EFM and LRPPM, we specu-
late that the powerful deep architecture can compensate the weakness brought by the noisy review
information, which manifests that non-linear architecture is quite important for user review mod-
eling. (iii) Encouragingly, our model achieves the best performance in most cases. This observation
positively answers the first research question (Q1) and verifies the effectiveness of our designed
architecture. Since the review information can more comprehensively profile the users and items,
SHCN achieves better performance than review-free models, such as NCF and NGCF. Comparing
with previous review-basedmethods (e.g., EFM, LRPPM), SHCN can enhance the user/item/feature
embeddings with their neighbor information, which finally leads to improved results.

7.3 Study on the Convolutional Operation (Q2)

In this section, we investigate the effects of the convolutional layers. The parameters are tuned in
the ranges as mentioned above. We present the performances of HR and NDCG on the Amazon
datasets, and the results on F1 and Yelp are similar and omitted.

7.3.1 Effects of the Number of Convolutional Layers. The number of convolutional layers de-
termines how many hops the information can be propagated in the graph. We run our model by
setting the layer number L as {0, 1, 2, 3, 4}, respectively.8 The results are shown in Table 4. We can
see: convolutional operation is indeed useful for our task, since SHCN-0 (L = 0) exhibits the worst
performance across all the datasets. The best performance is achieved when L = 2 or L = 3, too
small or large layer number leads to inferior results. We speculate that increasing L can enhance

8L = 0 indicates no convolutional layers.
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Table 4. Effects of the Number of Convolutional Layers

Dataset Automotive Video Office Digital Music Baby
@10(%) HR NDCG HR NDCG HR NDCG HR NDCG HR NDCG
SHCN-0 13.70 6.54 16.67 7.22 20.59 9.76 50.86 26.37 7.31 3.13
SHCN-1 23.61 11.71 36.29 19.03 25.29 10.08 51.42 26.74 26.71 12.02
SHCN-2 27.77 12.65 40.32 21.62 31.17 15.30 52.57 27.08 36.45 19.10
SHCN-3 25.00 11.57 40.29 20.37 21.76 9.06 52.00 26.89 37.01 19.42

SHCN-4 23.61 11.09 40.30 21.08 26.47 12.49 50.28 26.37 35.99 18.88

Fig. 4. Comparison between different propagation paths.

the utilization of CF signals, while with the aggregation path becoming longer, there are also more
opportunities to introduce noises into the modeling process [35, 36].

7.3.2 Effects of Different Propagation Paths. There are both user-item and item-feature convo-
lutional paths in our model; we respectively investigate their effects for the performance in this
section. In the experiments, we conduct convolutional operation along only one type of these
propagation paths (we name them as SHCN-UI and SHCN-IF, respectively), and their comparison
with our final model can be seen in Figure 4. We can see, SHCN-UI performs better than SHCN-IF
across different datasets in most cases. We speculate that Top-N recommendation is more relevant
with the user-item interactions, thus the convolutional operation between the users and items
may play a more significant role on the final evaluation metrics. While only using item-feature
convolutional path does not perform well, it is also valuable in the modeling process, which can
be seen from the superior performance of our final model SHCN. This observation manifests that
different propagation paths may have their own contributions to the final results; our model can
effectively combine them for further improving the performance.

7.3.3 Effects of the Dual-embedding Mechanism. In this experiment, we would like to study
whether the dual-embedding mechanism can bring us with superior performance. We compare
our model with its two variations. The first method directly drops the negative edges, and the
information is only propagated along the positive ones (named as SHCN-P). For the second model,
we do not distinguish positive and negative edges, and the convolutional operation is conducted
based on a unified embedding mechanism (named as SHCN-U). The results of comparing these
methods are shown in Figure 5. We can see: The performance ranking between SHCN-P and
SHCN-U interchanges across different datasets (i.e., SHCN-P is better for Video and Baby, and
SHCN-U wins on Automotive, Office, and Digital Music), while our model can consistently
outperform both of them, which verifies the effectiveness of our designed dual-embedding
scheme. We argue that, in real-world scenarios, negative sentiments are useful in revealing user
preference, blindly dropping them, like SHCN-P, may lose some valuable information and limit
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Fig. 5. Effectiveness of the dual-embedding mechanism.

Table 5. Effects of Different Hyper-edge Corruption Methods

Dataset Automotive Video Office Digital Music Baby
@10(%) HR NDCG HR NDCG HR NDCG HR NDCG HR NDCG
SHCN-A 25.00 12.83 38.71 21.34 22.94 11.27 51.42 26.14 33.74 18.40
SHCN-B 20.83 10.11 38.30 19.92 16.47 8.16 49.14 26.55 30.92 15.97
SHCN-C 26.39 11.33 39.51 20.13 22.35 10.91 50.86 26.74 33.08 17.41
SHCN 27.77 12.65 40.32 21.62 31.17 15.30 52.57 27.08 36.45 19.10

the recommendation performance. Even if we had incorporated all the sentimental information,
positive and negative edges still vastly differ in semantics, and it is unreasonable to ignore their
discriminations, which is verified by the inferior performance of SHCN-U. Our proposed sub-
embeddings can encode different sentiments separately, and the carefully designed aggregation
strategy directly handles the signed edges without relaxing the problem like SHCN-U, which
utilizes user sentimental preferences in a more effective manner.

7.3.4 Effects of Different Hyper-edge Corruption Methods. Careful readers may also be inter-
ested in whether our hyper-edge extending method is reasonable. To answer this question, we
compare our model with three other types of corruption strategies. Obviously, each user-item-
feature hyper-edge can be potentially extended into three ordinary edges, which connect the user-
item, item-feature, and user-feature, respectively. In our experiment, the first comparing method
makes connections between the user-item and user-feature (SHCN-A), the second one builds edges
for the user-feature and item-feature (SHCN-B), and the last one connects each pair of the user,
item and feature (SHCN-C). Similar to SHCN, information in the baselines can only be propagated
along the same type of relations. The comparison results are shown in Table 5. We can see, in most
cases, our model can outperform the other variations, which verifies the superiority of our hyper-
edge corruptionmethod. One interesting observation is that SHCN-C does not perform better than
our model. Since SHCN-C only adds user-feature connections based on SHCN, it suggests that the
direct modeling between the users and features maybe not be important for our data, which is
consistent with our intuitions in Section 4.1.1 and agrees with the results observed in the previous
study [15].

7.4 Parameter Analysis (Q3)

In this section, we analyze how different parameters influence our model’s performance. We begin
by studying the impact of the embedding dimension d0, and then the weighting parameter α is
investigated to show its effects. In the experiments, d0 and α are tuned in the ranges as mentioned
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Fig. 6. Parameter analysis. The first line shows the effects of different embedding size d0. We also present
the performance of our model without using the auxiliary embedding by fixing d0 as the optimal value. The
second line shows the impact of the weighting parameter α .

above, and the other parameters are fixed as default values. The results are reported based on the
same datasets as Section 7.3.

7.4.1 Influence of the Embedding Dimension d0. Embedding size is important for the represen-
tation learning framework, since it directly determines the model expressiveness. The impact of
this parameter for our model is shown in the first line of Figure 6. We can see: In most cases, our
model can almost reach the best performance when d0 is moderate or even very small. This obser-
vation is interesting: It manifests that a more powerful model does not necessarily lead to better
results. We speculate that, in the field of feature-aware recommendation, user preference data are
usually very sparse, and little parameters are enough for fitting the training set; the redundant
dimensions make the model more flexible and hard to learn, which limits the model generaliza-
tion capability on the testing set. In addition, when d0 is optimal, abandoning auxiliary embedding
leads to inferior performance (labeled by dotted lines), which manifests that explicitly modeling
the review-irrelevant information is helpful in our model.

7.4.2 Influence of the Weighting Parameter α . Our objective function (i.e., Equation (8)) is com-
posed of two major components (i.e., L1 and L2), and the weighting parameter α determines how
to balance them in the learning process. To study the influence of α , we examine the model per-
formance by tuning α in the range of [0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 0.99, 1.0]. From the
result in Figure 6, we can see: The optimal α varies across different datasets. For Automotive and
Baby, small α leads to better performance, while on the datasets of Video, Office, and Digital, larger
α can be more appropriate. By setting α = 0.0 or α = 1.0, we actually only optimizeL1 orL2 in the
training process. We can see neither of them can achieve the best performance, which manifests
that both optimization goals are useful for the final results. Essentially, our objective function is a
multi-task learning framework, and the shared parameters are forced to learn from both user item-
level (L2) and feature-level (L1) preferences. The user-item modeling is more general and direct
to the final task. The feature interactions can reveal more detail and comprehensive user person-
alities (i.e., different users may have individual feature preferences even for the same item). By
taking the best of both worlds, our model finally obtains superior recommendation performance.

7.5 Visualization

In this section, we provide some intuitive understandings for our designed convolutional opera-
tion. We based our experiment on the Baby dataset, and the comparison was conducted between
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Fig. 7. Visualizing the effect of the convolutional operation. The left figure is our model without any con-
volutional operation, and the right one is enhanced by two convolutional layers. Each triangle represents a
user, and the dotted lines link the users to their interacted items, which are labeled by circles.

our model without any convolutional operation (i.e., SHCN-0) and the one with two convolutional
layers9 (i.e., SHCN-2). We projected the learned embeddings into a 2D space based on t-SNE [24],
and four users as well as their interactions in the testing set are presented for analysis. The results
are shown in Figure 7, we can see, comparing with SHCN-0, the user embeddings learned from
SHCN-2 are more closer to their purchased items’ embeddings, which means the convolutional
enhanced embeddings can more accurately reflect unseen user-item connectivities. This observa-
tion is consistent with Table 4, which, from the qualitative perspective, explains the superiority
of the convolutional operation. By explicitly propagating collaborative information on the user-
item-feature graph, the users and their correspondingly interacted items seem more likely to form
clusters (e.g., users 10,744, 18,171 and 3,364) in most cases.

8 CONCLUSION AND FUTURE WORK

Recommendation based on user review information has attracted increasing attention in the re-
cent research communities. This article proposes to reformulate feature-aware recommendation
with a signed hypergraph convolutional network. We develop a novel convolution operation for
signed hyper-edges based on the basic characters of feature-aware recommendation and leverage
neural models to capture the correlations among the users, items, and features. By the designed
model, we can more sufficiently leverage the collaborative filtering information and discover more
complex user-item-feature relations, which enable us to significantly improve the recommenda-
tion performance. We conduct extensive experiments based on real-world datasets to demonstrate
the superiorities of our proposed model.
For the field of graph convolutional network, this article proposes the first solution to deploy

convolutional operation on signed hypergraphs. In the future, we plan to extend this method with
attention mechanism to discriminate different node importances and apply our model to other
domains, such as social network and neural language processing.
From the perspective of personalized recommendation, our proposedmethod provides a promis-

ing avenue for formulating and modeling user feature-level sentiments via using the signed hy-
pergraph. Actually, there is much room for improvement. For example, we can build personalized
information aggregation paths to capture user diverse personalities. And also, we can design more
advanced methods for corrupting hyper-edges, or even consider each hyper-edge as a whole for
information propagation.

9SHCN-2 is selected because it can achieve the best performance according to Table 4.
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